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Abstract

The Evansville, IN - Henderson, KY urban area is located on the banks of the
Ohio River and is within 200-250 km of the New Madrid Fault Zone, which has had
repeated large earthquakes over the last 1400 years. The City of Evansville was
developed on a sedimentary basin in the Ohio River flood plain. Because of the
presence of low shear-wave velocity soils, amplification of seismic waves is
expected. The probabilistic estimate of shaking and the probability of occurrence of
liquefaction due to a repeat of a New Madrid type event varies significantly over the
urban area, based on 1D calculations that considered the 3D varyiation of depth to
bedrock and soil properties. Variations in the acceleration with 2% probability of
being exceeded of up to 0.2g at 1s period were calculated across the study area. The
objective of this work is to evaluate whether taking into account the three-
dimensional nature of the subsurface geology produces significantly different and
improved estimations of ground shaking when a 3D wave propagation method is
used to estimate ground motions. We have run a series of tests using the Lonestar
Supercomputer (TACC, University of Texas) to compare propagation effects in a
homogeneous halfspace, a 1D laterally homogeneous model and a 3D model of
shallow structure. Because of the large contrast in bedrock and soil velocity, the
Courant-Friedrichs-Lewy stability condition required discretization of the model at
25 m for 0.5 Hz simulations and 8 m for 2 Hz simulations. The available bedrock



depth points were re-evaluated in a Geographic Information System to provide a
smooth bedrock depth model at this resolution. The aspect ratio of the bedrock
valley that separates Indiana from Ohio, is very shallow, and the soil model assumes
that deeper than 60 m, the bedrock geology is homogenous, with P-wave velocity
2189 m/s and shear wave velocity of 1251 m/s. The results show that, even with
this relatively shallow structure, there is significant amplification as waves are
trapped in the river valley. There is a large difference in duration and amplitude of
shaking comparing the models with soil layers and without. The general results for
both models that have soil layers is that the maximum amplitude of the ground
motion is on the order of twice as big as in the homogeneous case, and duration of
shaking is also twice as long. We have evaluated the effect of amplification at three
sites in the study area where earthquake recordings of a M3.9 earthquake from the
New Madrid area are available. The two sites (EVIN and TCIN) that are on deeper
soils show amplification at about 2 hz. Site TCIN, which is located on lacustrine soils,
shows an additional amplification peak at around 5-6Hz. These frequencies are
consistent with resonance in soils with the range of thicknesses described by the 3D
model. EVIN is located above alluvial soils nearby State routes 41 and 62, and is near
enough to be representative of soils and site response typical of the conditions for
that infrastructure. Three site observations are not sufficient to verify definitively
that the 3D response calculated from the soil model, therefore further verification
studies should be carried out. However, it indicates the results will be useful for
understanding how amplification due to soils may affect major infrastructure in the
region.

Introduction

The New Madrid Seismic Zone is located 200 km away from Evansville,
Indiana The New Madrid Seismic Zone is one of the most active seismic regions in
the central and eastern United States. In 1811-1812, three large earthquakes
(moment magnitudes ranging 7.4 to 8.1) occurred in this region, and were felt
throughout the eastern United States. Evansville is settled on the Ohio River terraces
and flood plain, above an ancient bedrock valley. Because of low shear-wave velocity
soils within the bedrock valley, local amplification of ground motion is expected due
to trapped waves. In the Evansville area, 1D calculations have been made (Haase
and Nowack, 2011) that demonstrated the importance of the geological near-surface
structure in amplifying or not amplifying seismic waves. In that study, wave energy
was imposed assuming vertical-only propagation. (Idriss et al., SHAKE91, 1992). A
1D calculation was implemented to map the site amplification in the Evansville area,
with the depth to bedrock and soil velocities varying at each point in the study
region. In the simulation, the source was located in the New Madrid Seismic Zone, at
180 km away from the city, and was assumed to be similar to the great 1811-1812
New Madrid earthquakes. It was found that local geological characteristics have a
very strong effect on the level of ground motion.

To evaluate more precisely the amplification zones that affect the scenario
hazard maps, there is a need to carry out 3D calculations so that energy can
propagate with sloping interfaces of the bedrock valley and the results can be more



realistic. We will implemented a 3D finite difference calculation, using a fourth-
order staggered grid method (Olsen et al, 1995), to propagate a wave in the
Evansville region from a source coming vertically to determine the three
components of ground motion. Then we evaluated the amplification by comparing it
to a simulation in a 1D-varying medium and a homogeneous half space. We start by
describing briefly the geological data we use to derive the 3D soil model. Then we
explain the governing equations of the wave propagation and the finite difference
approach. Steps that were carried out to implement the 3D calculation will be
presented, before presenting the results of the simulations: plots of ground motion
amplitude at the surface, and record sections of the time series.

Data

To implement an analysis of the soil response, several parameters are
required; the most important ones are the bedrock depth, the shear-wave velocity
and the density. The surficial geology map (Figure 1, Moore et al., 2009) shows the
diversity of the soil types in the Ohio River flood plain: low terrace outwash
alluvium and lacustrine deposits mainly. Away from the Ohio River, soils are loess
and lacustrine terrace slackwater deposits. A bedrock depth model has been
produced based on water well logs (Bleuer, 2000), depth measurements interpreted
from P-wave refraction profiles (Rudman and others, 1973; Whaley and others,
2002), and bedrock elevation points from oil, gas, and water well logs. The model is
described in detail in Haase and others (2010b). The points were interpolated for a
smooth soil thickness model in the uplands area, where eolian deposition of loess
dominates, and interpolated for a smooth bedrock elevation model in the lowlands
areas. These were combined with modifications made by hand to incorporate the
steep contoured edges of the central bedrock valley based on individual high quality
well logs. The perspective view shown in Figure 3 gives a good representation of the
horizontal variability of the individual point measurements, and illustrates the
difference in model surface complexity imposed for the uplands and lowlands. Cone
penetrometer data with S-wave measurements (S-CPT) (Holzer, 2003) and borehole
shear-wave velocity measurements (Eggert and others, 1994) were the primary
source of data for determining the depth-dependent shear-wave velocities and are
described in detail by Haase et al. (2010b). These data were separated into four
groups based on the surficial geology. What we refer to as the river alluvium group
(floodplain deposits) in the lowlands; the outwash terrace group includes terrace
deposits at the edges of the Ohio River Valley; the lacustrine terrace group includes
slackwater deposits of the lacustrine terraces; and the loess group includes eolian
deposits over bedrock uplands. As shown by Haase et al. (2010b), the velocity
variations are not large, with velocities in the 150 to 250 m/s range for the all
groups, with uncertainties on the order of 60 m/s. Figure 4 shows the four
reference velocity profiles used for the groups.
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Figure 1: Geological map of the study area. Red points in dicate locations of S-CPT
measurements of shear wave velocity.
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Figure 3 (Haase et al., 2011) shows the velocity profile above the bedrock for the River
Alluvium Group, and the standard deviation of the measured shear-wave velocity. The four
1D velocity models used to construct the 3D model are described in Haase et al. 2011.
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vdayer-1 wgdayer-2

northkm

ES

ro

’ 16
A 300
| By b 500
L doso 12
e (Al 10 - 450
« a0 [ vs ks
8
S '200 | _400
| §
Iasl
! I W0
2 4 § 8 10 12

eastkm eastkm

Figure 5 Shear wave velocity model for the northern boundary of the Ohio River flood plain used
for the 3d wave propagation calculation, shown at 25m depth (left) and S0m depth (right).

The construction of the material media has been implemented with a fortran
program that creates a 3D volume with the following parameters at each point:
shear-wave velocity Vs and primary wave velocity Vp, the damping parameters Qs



for the shear-waves and Qp for the primary-waves, and the density rho. The
program reads the 1 D velocity model appropriate for each point, ie. from Figure 5,
and create a sequence of Vs and Vp according to the raster exported at the spatial
discretization dh =25m. The value of Qp and Qs is assigned to 10000 so that there is
almost no attenuation of energy (except at the boundaries). Vp values are
determined based on a ratio of Vp/Vs, of 1.75. The contrast between the spatial
discretization used for the previous calculation (Haase et al., 2011;) and the full 3D
calculation (Figure 4) is clear.

Method

The AWP-ODC code (Olsen et al, 1995) is able to simulate 3D wave
propagation in a given medium. This scheme is fourth-order accurate in space and
second-order accurate in time. With a staggered-grid finite difference scheme, the
finite difference approach applied to wave propagation from Olsen solves the
following 3D elasto-dynamic equations:
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0
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where v is the ground motion, rho is the density, sigma is the stress tensor and
lambda and mu are the Lamé's coefficents. Nine scalar-valued equations are coupled
and theoretically we can determine the velocity vector and the stress tensor
components. In practice, the code uses approximated finite difference equations:
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It takes into account anelastic losses using frequency-dependent quality factors (Qs
for the shear-waves and Qp for the primary-waves). As the study domain is
truncated, Absorbing Boundary Conditions (ABC) are applied to the simulation to
avoid multiple reflections. The AWP-ODC code provides two different types of ABCs:
the Perfectly Matched Layer (PML) and Cerjan.

PMLs decomposes the two unknown variables into normal and tangential
components so that we can get the following four equations (in this example, wave
propagates in the x-direction):
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Then a new term is added to equations (6) and (8) (the components that are
perpendicular to the boundary):

A1) Iv™ +d(xv™ = %V”- o
(12) 90" +d(x)0"™ = MV I+ w(VF-v +VH- ")
where d(x) is the damping function.

The parameters used in this study are summarized in Table 1.

Table 1: Simulation Parameters

Simulation Evansville 3D
N min dh (m) 23.47

Our specific quk focuses on a study max dt (s) 0.005145
area that contains only the central
quadrangle in Figure 1, nine times Vp_max (m/s) 2189
smaller than the full study area. The Vs_min (m/s) 117.3
implementation for the Kraken and length (m) 35000
Lonestar SuperComput.ers requ?re t}'le I-grid points 1491
total number of nodes in each direction dth 45000
to be a multiple of 12 in order to use the width (m)
number of processors per node w-grid points 1917
efficiently. depth (m) 2000

d-grid points 85

tot. grid points 259 522 560

source freq. (Hz) 0.5

min A (m) 234.7

N grid points per A |10

PMLs are more able to absorb waves near the boundaries than Cerjan, but can be
unstable in the presence of strong gradients whereas Cerjan is always stable.

The first step of the work was to determine parameters such as grid spacing, and
temporal discretization. The conditions for the Evansville project are Vs, and
VP, and the model area length and width and depth. N is the number of grid
points per wavelength. We chose a source frequency of 0.5 Hz and 10 grid points per
wavelength (A). The minimum spatial discretization dh was determined by the
choice of N and the period of the source:
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The maximal temporal discretization dt was determined by the Courant-Friedrichs-
Lewy condition:

dt 048 dh
meax < 048 and dtmax = —
dh meax

Our specific work focused on a study area that contains only the central quadrangle
in Figure 1, nine times smaller than the full study area. The implementation for the
Kraken and Lonestar SuperComputers required the total number of nodes in each
direction to be a multiple of 12 in order to use the number of processors per node
efficiently.

Table 2: Implementation of the Two Media

medium dh (m) |dt(s) |size (nodes) velocity model
1D-varying 25 0.005 |512*640*88 River Alluvium Group
Homogeneous |25 0.005 |512*640*88 Vs=1251.1m/s Vp/Vs=1.75
3D varying 25 0.005 |516*661*88 Vs=1251.1m/s Vp/Vs=1.75
Vs =197 m/s
512 Vs =316 m/s
Vs =542 m/s
e source 88 Vs =1251 m/s
512 number of nodes
[ | plane x-320-z \\ o I |
for the side view plots 640 ~

Figure 6 3D Medium with 1D-varying Velocity



The source was placed in the lower center of the rectangle. We allowed 28 nodes
under the location of the source so that it was not located on layers that are
dedicated to absorb energy (the last twenty layers at the bottom and on the sides).
The source is a 1.0 s gaussian curve (Figure 5). Such a source creates a 2.0 s period
perturbation in the medium.

moment tensor (N.m)

time (s)
Figure 7 Moment tensor time function used for the point source.

To summarize, we tested the stability of the code in a medium where there is a large
discontinuity in the shear-wave velocity. The test simulations (Table 2) were
implemented with a 1D-varying velocity model because it is sufficient for testing
numerical stability. The energy can propagate in every direction. The final
simulations were implemented with a 3D-varying velocity model, according to the
velocity soil distribution (Figure 4).

Results

We plotted the ground motion velocity for a cross-sections, in the vertical
output plane (Figure 4, in red) both cases scaled to 40 m/s, which is the maximum
amplitude of the ground motion observed in the layered medium. Figure 6 shows
the wave after it has propagated from the bottom to the surface through the
homogeneous medium, at times 1.125 s, 1.525 s and 1.825 s. The energy
propagating downwards is effectively absorbed in the absorbing layers and does not
interfere with the interpretation of the ground motion near the surface. For the
layered case, we obtain plots of ground motion that show evidence of trapped waves
in the subsurface layers (Figure 7). The energy remains in the upper layers.
Moreover, resonance and amplification of the seismic waves can be observed in
these layers. Indeed, the amplitude remains at a high level (around 20 m/s) until
time 1.825.
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Figure 8 Cross-sections of the ground motion (m/s) for the homogeneous medium
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Figure 9 Cross-sections of the ground motion (m/s) for the 1D-varying medium

To better illustrate the longer duration of shaking in the 1D-varying case, we plotted
record section along the North-South axis at the surface (Figure 8, in red).

»

time

512

8 \ s

640

Figure 10 3D Medium and Location of the Simulated Records.
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Figure 9 displays the record sections for our two cases. The waveforms on the left
clearly show multiple resonances following behind the initial wave front. To
evaluate more precisely the duration of shaking, we plotted the time series for the
two cases (Figure 10) at 750 m distance from the epicenter. We found that the time
for the shaking to decrease to 10% of the maximum amplitude is 1.7 times longer
for the layered model than in the homogeneous model.

River Alluvium Group Vs=1251.1 m/s Vp/Vs=1.75

Distance (m)

Time (s) Time (s)

Figure 11 Record section for the 1D-varying (left) and the homogeneous (right) media

River Alluvium Group Vs=1251.1 m/s Vp/Vs=1.75
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Figure 12 Time series of the ground motion for the homogeneous (left) and the 1D-varying (right)
media

In the previous study (Figure 11, Haase and Nowack., 2011), the amplification factor
was found to be within the same range in the center of the river alluvium for 1.0 s
period {1.8; 4.6}. In our simulation, the maximum amplitude of the ground motion
for the 1D-varying case was 40 m/s, and it was 18 m/s for the homogeneous case. So
the amplification factor is 2.2, which makes our results consistent with what we
expected.

We also predicted the central processing unit (CPU) time for general full 3D
simulations by running several jobs and then scaling up the results. Table 3
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summarizes the different parameters for different simulations. We obtained the
predicted CPU time based on the formula:

r .
predicted CPU time (ii) = (—==-

NX,-NY,-NZ, .NPi3 T

max,i

NX,-NY,-NZ, NP;

where tau is the CPU time for case i (Table 3). NX is the number of nodes in the x
direction. For cases ii to iv, the predictions are close to the actual CPU times. For
cases v to vii, predicted CPU times are smaller by a factor of two, but the same order
of magnitude. One of the reasons for this difference is that the performance of a
computer is not linearly related to the number of processors NP for each direction.
We expect the CPU time for the future simulation to be about half an hour, if we

choose 9 s for tmax. Although the test case was for a source with minimum 2 s

period, the previous calculation (Haase ...) was for shorter periods of engineering
interest for smaller structures, specifically 1 s and shorter. The table shows that it

may be feasible to push the calculations to these shorter periods.

dh freq. tmax | NX*NY* Vs CPU time
(m) | dt (s) (Hz) (s) NZ NP | model (s) p. CPU time

128%128

i | 200 | 0.01| 0.5 4 ¥128 | 2 a 28.26 = T
256%256

i | 200 | 0.01 | 0.5 4 ¥256 | 2 a 222.139 226.1
128%128

i | 200 | 0.01 | o5 4 x128 | 4 a 6.036 3.533
128%128

iv | 200 | 0.005| 0.5 8 ¥128 | 2 a 61.128 56.52
256%256

v | 200 | 0.005| 0.5 8 ¥256 | 2 a 733.975 452.2
512%640

vi| 25 |0.005| 0.5 3 *88 4 b 80.492 36.42
512%640

vii | 25 |0.005| 0.5 3 *88 4 c 76.413 36.42
1536*19

viii| 25 |0.005| 0.5 9 20%88 | 4 b ? 983.7
3072*38

ix | 12.5 | 0.005 1 9 40%176 | 4 b ? 7869.6
3072*38

x | 12.5 | 0.005 1 9 40%176 | 12 | b ? 874.4

Table 3: CPU time and Predicted CPU time for Several Simulations. a: Vs=3464m/s and

Vp/Vs=1.73; b: River Alluvium Velocity Model; c: Vs=1251.1m/s and Vp/Vs=1.75

Spectral analysis

A spectral analysis was carried out to evaluate whether amplification was present in
the observed seismic data. The event that was studied was a magnitude 3.9
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earthquake in the New Madrid seismic zone on 21 February 2012. This was the
largest event that had been recorded on multiple stations, since the NSF Earthscope
transportable array was present in Indiana. Three sites had recordings: USIN,
located in the uplands area with thin layers of loess, EVIN, located in the Ohio River
terraces, primarily gravel and alluvium, and TCIN, located in the lacustrine deposits
(Figure 13). The two sites (EVIN and TCIN) that are on deeper soils show
amplification at about 2 hz. Site TCIN, which is located on lacustrine soils, shows an
additional amplification peak at around 5-6Hz. These frequencies are consistent
with resonance in soils with the range of thicknesses described by the 3D model.
EVIN is located above alluvial soils nearby State routes 41 and 62, and is near
enough to be representative of soils and site response typical of the conditions for
that infrastructure. Three site observations are not sufficient to verify definitively
that the 3D response calculated from the soil model, therefore further verification
studies should be carried out. However, it indicates the results will be useful for
understanding how amplification due to soils may affect major infrastructure in the
region.

Table 4 Earthquake locations for data used in the spectral analysis.

DATE O.T. LAT LONG DEP MAG

2/21/12| 58:43.6| 36.87333| -89.42267 7.81 3.9
2/21/12| 18:18.1] 36.86750, -89.41350 10.18 1.8
2/21/12| 05:47.8] 36.87150 -89.41683 10.14 2.5
2/21/12| 38:04.0f 36.87200| -89.40833 10.80 2

Table 5 Stations in the study area with recordings available for the Feb 21 2013 event.

STATION  |OPERATION STARTTIME [LAT LON ELEVATION

EVIN 1/1/11)  0:00:00 37.9716 -87.5297 140.0
TCIN 10/21/10,  0:00:00 38.0116 -87.5290 117.3
USIN 10/23/02|  0:00:00 37.9650 -87.6660 170.7

15
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Figure 13 Seismic station locations. EVIN, TCIN, USIN were used in this study.
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Figure 14 East component acceleration spectra from three sites in the Evansville
area: EVIN, TCIN, USIN for the M3.9 New Madrid event on 21 February 2012.

Conclusion

The objective of this study was to determine whether 3D simulations for the
Evansville area produced amplified shaking with longer duration motions than 1D
motions. We used the AWP-ODC finite difference code and submitted jobs to the
Lonestar supercomputer (Univ. Texas) to calculate the ground motion data. We
carried out runs for three types of media: a homogeneous model, a 1D-varying Vs
model, and a full 3D calculation. We found that the amount of amplification is much
greater, and so is the extended duration of shaking.

The result of this study was that it is actually possible to carry out a 3D
simulation in the study area, provided we adjust parameters such as grid spacing to
correct values. This simulation provides complementary information for updating
the hazard maps of the Evansville area. The Evansville community, which is already
committed to earthquake prevention, will have access to better tools to raise
people's awareness about potential risks.
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