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Abstract 
 
We predict ground motions in the New Madrid Seismic Zone (NMSZ) during Mw7.4-7.7 
earthquakes on three different fault segments believed to have generated the enigmatic 1811-
1812 events, using the Central United States velocity model version 1.2 (cusvm1.2, Ramirez-
Guzman et al., 2012). The results are obtained as a coordinated effort though a working group 
between USGS-Golden and Memphis, URS, SDSU, and CERI. Our comparison of 0-1Hz 
synthetics versus recorded seismic data for the 2008 Mw5.2 Mt Carmel, IL, earthquake using 
the 3D crustal structure shows a generally good fit in the NMSZ area and vicinity. For the 
ground motion predictions, we first generated a suite of realistic source representations by 
simulating spontaneous rupture process on a planar, vertical fault with the staggered-grid 
split-node finite difference method. The initial distribution of shear stress is the sum of both a 
regional depth-dependent shear stress appropriate for an either dipping or vertical fault, and a 
stochastically generated residual shear stress field associated with previous ruptures. The slip 
rate histories from the spontaneous rupture scenarios are then projected onto the three 
segments of the NMSZ: two vertical segments with right-lateral strike-slip mechanism (the 
SW segment - a 140 km long by 22 km wide segment, and the NE segment: a 70 km long by 
22 km wide segment), and a 60 km long by 40 km wide dipping segment with thrust 
mechanism (the central segment). Next we simulate 0-1 Hz wave propagation from nine 
dynamic source models with a 3D finite difference code, in the cusvm1.2, and generate 
broadband (BB, 0-10 Hz) ground motions for the earthquake scenarios in the NMSZ, by 
combining the 0-1 Hz finite-difference synthetics with high-frequency (1-10 Hz) S-to-S back-
scattering operators.  
 
Our results show that horizontal spectral accelerations at two seconds (2s-SAs) reveal strong 
rupture directivity effects, in particular for unilateral but also bi-lateral ruptures, as well as 
significant amplifications by the low-velocity sediments in the Mississippi Embayment.  The 
largest peak ground velocities (PGVs), peak ground accelerations (PGAs), and peak spectral 
accelerations (SAs) are found on or immediately next to the fault traces. Out of the major 
urbanized areas in the region, Memphis experiences the largest long-period peak ground 
motions, while the values for St Louis, MO and Evansville, IN, are much smaller. Combined 
with a duration of the shaking of up to 30-40 seconds, these worst-case scenarios could inflict 
sizable damage on the built environment. A Mw7.7 event on the southwest segment with bi-
lateral or north-south rupture direction tend to generate the largest ground motions (PGVs up 
to ~5 cm/s and SAs up to ~0.5g) in Memphis. Peak ground motions in St Louis and Evansville 
(<0.1g and PGVs below ~2 cm/s) will be felt, but likely not generate significant damage from 
any of the NMSZ scenarios. 
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Final Technical Report 
 
Background 
On 16 December 1811, 23 January 1812, and 7 February 1812, three of the largest 
earthquakes reported in the continental United States occurred near the town of New 
Madrid, Missouri, in the Mississippi Embayment. The magnitudes of the events are 
uncertain, but were estimated at MI 7.5-7.8 by Bakun and Hopper (2004). There are 
numerous studies of the possible sources of the earthquakes (e.g., Bakun and Hopper, 
2004; Hough et al., 2000; Johnston, 1996), with several suggested candidate rupture 
segments (see Figure 1). The region, in particular the town of New Madrid, suffered great 
damage from the 1811-1812 earthquake sequence. The recurrence time of such events is 
estimated to be between 200 and 800 years, with an average of about 500 years (Tuttle et 
al., 2002). Thus, we are at the beginning of a period where such large events are expected 
to repeat themselves, and an assessment of the seismic hazards related to such 
earthquakes is appropriate. 
  
One of the biggest uncertainties regarding earthquake hazards in the central US, and in 
particular for repeats of the 1811-1812 events, is the extent to which the basin sediments 
in the Mississippi Embayment will amplify seismic waves. It is well known that 
amplification of ground motion at sites underlain by deep and/or soft unconsolidated 
material can be a major contributor to the loss of life and property during earthquakes.  
Recent dramatic examples include the devastation caused in Mexico City by the 1985 Mw 
8.1 Michoacan, Mexico, earthquake, despite the fact that the nearest point of the fault 
rupture was 300 km away (Anderson et al., 1986), and the severe damage caused by the 
1989 M 7.0 Loma Prieta, California, earthquake in the cities of San Francisco and 
Oakland at distances of 60 to 70 km from the nearest point of the fault rupture (U.S. 
Geological Survey Staff, 1990). In both cases, resonances within low-impedance near-
surface sediments served to amplify low frequency ground motions and add considerably 
to the damage (Anderson et al., 1986; Singh et al., 1988; Hough et al., 1990). 
 
Even the fastest supercomputers available today cannot deterministically simulate ground 
motion for the whole 0-10 Hz frequency range that is relevant for engineering. For this 
reason broadband (BB) methods have been developed which combine deterministic low-
frequency (LF) ground motions with a high-frequency (HF) component to generate 
synthetic seismograms for the entire frequency range of engineering interest. A number 
of methods use stochastic seismograms to generate the HF component of the signal 
(Graves and Pitarka, 2010; Mena et al., 2006). Other methods incorporate the physics of 
wave scattering at frequencies above 1 Hz to simulate the HF ground motions (Zeng et 
al., 1995; Hartzell et al., 2005). Mai et al. (2010) combined HF (1-10 Hz) S-to-S back-
scattering seismograms with LF (0-1 Hz) deterministic seismograms for the 1994 
Northridge earthquake, and found that the resulting broadband synthetics were consistent 
with observations for the modeled frequency range. Mena et al. (2010) developed the 
method further by incorporating dynamically consistent source-time functions and 
accounting for finite-fault effects in the computation of the HF waveforms.  Their method 
also includes corrections for local site effects that use frequency- and amplitude-
dependent amplification functions (Borcherdt, 1994); more recently, Campbell and 



 

Bozorgnia (2008) presented updated frequency- and amplitude-dependent site correction 
functions, which are used in this project.  
 
It is imperative to gain a solid understanding of the expected ground motions from future 
large earthquakes in the New Madrid region so that structures in the area can be properly 
engineered to withstand this shaking. In this report we present 3D broadband simulations 
of large (Mw7.4-7.7) earthquake scenarios on the New Madrid seismic zone (NMSZ) 
generated on a parallel supercomputer. We use the hybrid method by Mai et al. (2010) to 
generate BB synthetics in a 400 km (E-W) by 560 km (N-S) area by combining 0-1Hz 
FD LF synthetics with source descriptions based on dynamic rupture propagation, and 
HF (1-10Hz) scattering functions. 
 
The simulations reported here are based on fault parameters defined in a collaboration 
between USGS-Golden and Memphis (O. Boyd, S. Hartzell, L. Ramirez-Guzman, and R. 
Williams), URS/USGS-Pasadena (S. Ni, P. Somerville, and R. Graves), SDSU (K. Olsen 
and J. Zhong), and CERI (H. DeShon, C. Cramer, C. Powell, and S. Horton). 
 
Community Velocity Model for the Central USA and NMSZ Fault Geometry 
We have used the 3-D Community Velocity Model version 1.2 (cusvm1.2, Ramirez-
Guzman et al., 2012, in review). This model (see Figure 1) has been assembled from 
existing near-surface data including lithologic, density, and sonic logs, S-wave velocity 
measurements, and seismic reflection lines. The cusvm includes the lateral heterogeneity 
of the Mississippi embayment structure (Mooney et al., 1983; Dart and Swolfs, 1998) 
based on the drill-hole data (Dart, 1992) and COCORP deep reflection profiles (Nelson 
and Zhang, 1991), as well as available geotechnical data. The principal feature of the 
Mississippi Embayment crust is the uplift of the deep crustal layers and the thinning of 
the upper crust. Seismic refraction studies by USGS in 1980 in the northern embayment 
(Mooney et al., 1983; Ginzsburg et al., 1983) contain the variation of deep crustal 
structure of the northern Mississippi Embayment. Features of the shallow structure such 
as the sub-basins, and major and minor structural highs that lie within upper and lower 
intra-rift basins are also included in the cusvm1.2 of the embayment structure. Anelastic 
attenuation was modeled using the Qs-Vs relations listed in Table 1, along with Qp=2Qs.  
 

Table 1. Qs relations used in the simulations 
Vs Range Qs Range 

Vs ≤ 350 m/s 35 
350 m/s < Vs ≤ 500 m/s 0.1 Vs 

500 m/s < Vs ≤ 1000 m/s 0.3 Vs - 100 
1000 m/s < Vs ≤ 4000 m/s 0.167 Vs + 33 

400 < Vs 700 
(Leonardo Ramirez-Guzman, Personal Communication, 2011). 
  
We have tested and assessed the accuracy of the velocity model by performing numerical 
simulation of the 2008 Mw5.2 Mt Carmel, Illinois, earthquake, and compared the results 



 

to recorded ground motions at 14 selected stations located throughout our simulation area 
(see Figure 2). The source parameters are listed in Table 2. We used a point source with 
sliprate function described in Hartzell and Mendoza (2011).  
 

Table 2. Fault parameters 2008 Mt. Carmel used by USGS Golden-Memphis 
Event 
Geographic 
Location 

Lat.  
(North) 

Lon. 
 (West) 

Depth 
(km) 

Mw Strike/Dip/ 
Rake 

Mt. Carmel, 
Illinois 

38.45 87.89 11 5.2      25/ 90 / -176 

 
The comparisons are shown in Figure 3. Both synthetics and data are bandpass filtered 
between 0.1 and 1 Hz. Figure 3 shows a generally good fit in peak amplitude between the 
synthetics and data. The duration is modeled well for most stations, including the 
Mississippi Embayment near Memphis (e.g., stations CVTN, MKAR and CUET). 
However, the 0.1-1Hz duration is underpredicted in the northern part of the Embayment 
(stations HICK, PARM, PVMO, LNXT and GSAR) and just north of the Embayment 
(station SIUC). This underprediction is likely due to omission of near-surface material 
with shear-wave velocities less than 500 m/s in the Mt Carmel simulation due to 
computational limitations. However, for the final broadband synthetics generated in this 
project, the omission of the near-surface low velocity material is partly corrected for 
using frequency-dependent site amplification factors. 
 
Fault Geometry for NMSZ simulations 
The fault orientations for the 1811-1812 scenarios were selected from alignment of recent 
seismicity. In order to specify the fault planes, the rough geometry given by Macpherson 
et al. (2010) was adjusted so that they aligned more or less with the seismicity. The 
geometry and dimensions of these 3 planes are given in Table 3. 
 

Table 3. Fault parameters for 1811-1812 New Madrid scenarios 
Segment Top 

center 
Lon. 

Top 
center 
Lat. 

Depth 
to top 
(km) 

Length 
(km) 

Width 
(km) 

Strike 
(o) 

Dip 
(o) 

Rake 
(o)  

Mw 

Northeast -89.35 36.875 1.0 70 22 215 90 180 7.4 
Central -89.40 36.370 1.0 60 40 155 38 90 7.6 
Southwest -89.95 35.950 1.0 140 22 225 90 180 7.7 
 
 
The moment magnitude for each scenario is based on the magnitude-rupture area relation 
developed for stable continental regions by Somerville et al. (2009), Mw = 4.35 + log10 
(Area). 
 



 

Dynamic Rupture Modeling 
In order to obtain a suite of realistic rupture models of Mw7.4-7-7 earthquakes in the 
NMSZ we perform simulations of spontaneous rupture on the three segments listed in 
Table 3 with the staggered-grid split-node FD method (Dalguer and Day, 2007). Because 
the code is limited to rupture simulation on a planar, vertical fault we adopt a two-step 
process.   In a first step, we simulate the dynamic rupture process on a planar, vertical 
fault embedded in a 1-D model representative of the average crustal structure along the 
fault.  Then the moment-rate time histories obtained from the spontaneous rupture 
simulation on the fault are projected onto the fault segments imbedded in the cusvm1.2, 
and we simulate the wave propagation resulting from the kinematic rupture models 
embedded in the heterogeneous 3D structure. 
 
We generate 2 rupture scenarios for each of the three fault segments (the northeast, 
central and southwest segments) – a uni-lateral and a bi-lateral rupture. The uni-lateral 
rupture is later laterally mirrored to generate an additional rupture scenario. The 
dimension and location of the dynamic rupture models are summarized in Table 4. 
 

Table 4. Dimensions and locations of the dynamic rupture models 
Fault 
Segment 

Fault Trace Upper 
End Points (lon, lat) 

Epicenter (lon, lat) Downdip Depth of 
Hypocenter (from 
fault Top (km) 

Northeast -89.5981,36.5414 
-89.2599,37.1104 

-89.4480,36.7951 16.3 

  -89.5799,36.5723 18.4 
  -89.2783,37.0795 18.4 
Central -89.2722,36.1310 

-89.4945,36.6409 
-89.6896,36.2742 35.5 

  -89.6060,36.0650 36.3 
  -89.8068,36.5216 36.3 
Southwest -90.5813,35.4732 

-89.4434,36.3295 
-90.0374,35.8860 14.7 

  -90.5548,35.4935 18.5 
  -89.4705,36.3094 18.5 
 
We follow a method proposed by Dalguer et al. (2008) to define depth-dependent initial 
shear and normal stress (σn) on the fault. The failure stress (µf(z)) on the fault obeys 
Coulomb friction and is defined as 
 
µf(z) = C + µfσ’n(z) = C + µf (σn(z) +  p), 
 
where C is the cohesive strength of the fault, and p is the hydrostatic pressure, which 



 

increases linearly with depth. The friction coefficient µ is described by a slip-weakening 
model: 
 
µ(l) = µs – (µs - µd) l/do if l<do, and µ(l) = µd if l≥do  
 
where l is slip and do is the critical slip weakening distance. We used a cohesion C of 1 
MPa, a static friction coefficient µs of 0.68 for the NE segment ruptures, 0.66 for the 
central segment ruptures, and 0.70 for the south-west segment ruptures, and a critical slip 
displacement do of 0.35 m for all ruptures. The dynamic friction coefficient µd was set to 
0.55. This selection of parameters was found to generate generally sub-shear rupture 
propagation and slip distributions reasonable for Mw7.4-7.7 earthquakes in terms of the 
average and maximum slip (Wells and Coppersmith, 1994). 
 
We generated a residual heterogeneous shear stress field τr (Ripperger et al., 2007) with a 
spectral decay that is compatible with seismological observations, using a fractal model 
with a correlation length of 5.5 km. Since the initial shear stress on the fault τ0 is the 
combination of both the tectonic (τt) and residual stress components, we generated τ0 by 
simply adding τt and τr so that its values are bounded by the static and dynamic fault 
strengths for all depths and such that the maximum shear stress reaches the static yield 
strength at a single point on the fault (Dalguer et al., 2008). Therefore, the location of the 
nucleation patch is predetermined by the location of the maximum in the random stress 
field. The initial shear stress was raised to 0.44% above the static failure stress inside the 
nucleation patch (diameter 3-6 km) in order to achieve stable sliding. 
 
To emulate velocity strengthening in the shallow part of the crust do was increased from 
0.2 m to 1.0 m in the top 4 km using a cosine taper.  Similarly, µd was raised to a higher 
value than µs in the top 2 km of the crust, and tapered linearly between 2 km and 4 km 
depth. Additionally, the shear stress τ0 was tapered to zero at the free surface starting at 2 
km depth using a ramp function. 
 
The spontaneous rupture simulations were performed on a mesh with a spatial 
discretization of 100 m, with a distance of 10 km from the fault to the nearest mesh 
boundary. Figures 4-6 show the final slip, rupture times and peak slip rates on the fault 
obtained for the three rupture segments. Little to no surface slip is generated, due to 
preventing the fault from breaking the top 1 km (in agreement with geological 
observations). 
 
For each segment a uni-lateral rupture and a bi-lateral rupture are generated, with the 
hypocenter near the bottom of the fault. Then a 3rd source model is generated by laterally 
mirroring the uni-lateral rupture, in order to analyze the effects of different rupture 
directions on the resulting ground motions.  
 
 



 

Kinematic Rupture Models 
We generated nine kinematic source models from the spontaneous rupture simulation 
results. The three rupture scenarios for each fault segment consist of a bi-lateral rupture 
and two uni-lateral ruptures, where one of the latter is a lateral mirror of the other. 
 
Broadband Ground Motions From NMSZ Scenario Earthquakes 
We generated broadband (BB) synthetics for the nine kinematic sources using the hybrid 
approach by Mai et al. (2010) and Mena et al. (2010), combining low-frequency (LF) 
finite-difference (FD) synthetics with high-frequency (HF) scattering operators. 
 
We simulated the LF wave propagation with the optimized, parallel AWP-ODC program 
(Cui et al., 2010), which is based on the 3D velocity-stress staggered-grid FD code 
developed by (Olsen, 1994). We used a computational regime of 400 km (E-W), 560 km 
(N-S) and 60 km (vertical), and the simulations were carried out to 4 minutes of wave 
propagation. With a minimum shear-wave velocity minimum Vs of 500 m/s and a grid 
step of 100 m, frequencies of up to 1.0 Hz can be modeled using at least 5 grid points per 
wavelength.  Surface topography was not included in the wave propagation model. We 
used a coarse-grained implementation of the memory variables for a constant-Q solid 
(Day and Bradley, 2001) and Q relations listed in Table 1. The simulations were run on 
the kraken supercomputer at NICS using 7500 processors. 
 
In the BB method of Mai et al. (2010) the generation of the HF part of the seismogram is 
based on multiple shear-to-shear (S-to-S) backscattering theory (Zeng et al., 1991). To 
generate a site-specific scattering Green's function, the code of Mai et al. (2010) 
generates a series of random scattering wavelets with uniformly distributed amplitudes 
between ±√3, which assures a mean wave energy of unity (Zeng et al., 1995). These 
wavelets are then multiplied with the envelope of the scattered wave energy, with P- and 
S-wave arrival times for each site computed from a 3-D raytracing method. For the 
raytracer we used the same velocity model as for the 3-D FD simulations, downsampled 
to a spatial resolution of 1 km. Additionally, the code models site-specific attenuation in 
the upper layers with a kappa coefficient, κ, and a frequency-dependent attenuation 
relation. For our BB simulations in the NMSZ, we used a generic value of κ=0.04 s, and 
Qs(f)=150f0.8. Since the point source approximation by Mai et al. (2010) is not 
appropriate for modeling a Mw> 7 event on the WFSLC, we employ the extended fault 
approximation developed by Mena et al. (2010) for the generation of BB synthetics. We 
divide the NMSZ fault model into subfaults of 1 km2 area each. The BB generator adds 
the contribution of each subfault to the total ground motion based on the empirical 
Green's function method of Irikura et al. (1994) and convolves the scattering Green 
functions with a smooth source time function including a healing phase (Dreger et al., 
1997).  
 
The LF FD synthetics are combined with the HF scatterograms (maximum frequency 20 
Hz) using a simultaneous amplitude- and phase-matching algorithm (Mai and Beroza, 
2003). This approach finds the optimum matching frequency within a predefined 



 

frequency band and minimizes mismatches in both amplitude and phase.  The matching 
frequency depends on the site and individual component.  In this work we search for a 
matching frequency between 0.8 and 1.0 Hz, since our LF synthetics are limited to 1.0 
Hz. We apply the scattering operators to LF synthetics at every 20th node on the surface 
of the computation grid.  This results in a spatial resolution of 2 km and a grid dimension 
of 200 x 280 nodes (56,000 sites), which allows us to generate SA and PGA maps with 
sufficient resolution. 
 
In order to incorporate amplification effects of the near-surface low-velocities not 
included in the FD simulations (where Vs

min=500 m/s), we applied the frequency- and 
amplitude dependent site correction factors by Campbell and Bozorgnia (2008). 
 
Computation of peak ground motions 
Here, we analyze the spatial distribution of resulting ground motions by computing SAs 
at periods of 2 s, 1 s, 0.33 s and 0.1 s, as well as PGAs and PGVs. To combine the 
response spectra of the two horizontal components into a single measurement of ground 
shaking, we use the orientation-independent measure GMRotD50 defined by Boore et al. 
(2006). The GMRotD50 value is obtained by calculating the geometrical mean of the two 
horizontal-component spectral accelerations for a range of rotation angles. The 2-s SAs 
are determined entirely by the LF FD seismograms, while the SAs at the shorter periods 
are controlled by both the LF and the HF components of the BB synthetics (since the HFs 
are scaled to the LFs by the hybrid method). 
 
Analysis of peak ground motions 
Figures 7-15 show GMrotD50 peak ground motions for selected SAs, PGAs and PGVs 
for all nine NMSZ scenarios. The largest SAs are found for the longest periods (SA-2s 
and SA-1s), as expected for the relatively large magnitude events modeled here. The 
largest SA-2s and SA-1s values are obtained for the Mw7.7 southwest segment ruptures, 
with accelerations up to about 3.5 g (2-s) and 2.5g (1-s), as well as the Mw7.6 central 
segment ruptures, with accelerations up to about 3g (2-s) and 2.5g (1-s). The deep 
hypocenter locations and thrust mechanism for these scenarios contribute to the relatively 
large peak motions. The smaller northeast segment ruptures (Mw7.4) generate SA-2s and 
SA-1s up to about 2g. SAs at shorter periods (e.g., 0.33s and 0.1s) as well as PGAs reach 
about 1.2-1.8g near the fault for the nine scenarios. Near-fault PGVs can exceed 50 cm/s 
for all scenarios, also largest for the central and southwest segment scenarios. 
 
The scenarios show significant directivity effects, with larger peak motions in the 
direction of rupture propagation and a characteristic cone-shaped pattern with vertex at 
the epicenter for the vertical strike-slip events. Thus, the ground motion patterns are 
strongly dependent on the epicentral location. In addition, the central dipping segment 
tends to generate larger peak motions in the up-dip direction, due to directivity effects. 
 
The effects of the heterogeneous dynamic rupture propagation is also apparent in the 
ground motion maps. A prominent example is the strong band of large SA-0.33s and 



 

PGAs extending nearly perpendicularly out to 150 km or more from the fault at the end 
of the uni-lateral ruptures. These bands are generated by strong stopping phases, and the 
rupture terminates abruptly. Similarly, most other scenarios exhibit ‘sun-bursts’ of energy 
radiating from the fault, near locations where the rupture changes speed or direction over 
a short time frame. 
 
The area affected by the largest peak motions is largest for the long period SAs (e.g., 2-s 
and 1-s), with significant amplitudes extending to 50-100 km from the fault trace (surface 
projection for the dipping central segment). This is in part dictated by the presence of the 
Mississippi Embayment with its relatively low near-surface shear-wave velocities. 
However, this area of influence is reduced significantly for the higher-frequency ground 
motion measures (e.g., SAs at 0.33s and 0.1s and PGAs). 
 
Three major cities are located inside the simulation area: Memphis, St Louis, and 
Evansville (see Figure 1). Memphis, with a population exceeding 600,000 people, is the 
most exposed city in the area, due to its location inside the Mississippi Embayment and 
its close proximity to the NMSZ (< 50 km from the southwest segment). Memphis clearly 
experiences the strongest ground motions of the three population centers in the simulation 
area from the simulated NMSZ ruptures. The scenarios that in the simulations generate 
the largest ground motions in Memphis are uni-lateral ruptures from the north and bi-
lateral ruptures on the southwest segment due to directivity, which can generate SAs up 
to 0.5 g and PGVs up to about 5 cm/s. Other scenarios show SAs and PGVs up to 0.1g 
and near 5 cm/s, respectively, in Memphis. These findings are emphasized in Figure 16, 
showing BB velocity seismograms predicted in Memphis for all nine scenarios, which 
also shows a duration of up to 30-40 s for the strongest shaking. St Louis and Evansville 
are located 150-200 km north of the northern extent of the NMSZ, and for most scenarios 
are exposed to minor peak motions (<0.05 g for SAs and PGAs, <2 cm/s). Exceptions, 
however, include bi-lateral and uni-lateral ruptures from the south on the southwest 
segment, where SAs and PGVs can reach 0.1g and 5 cm/s, respectively. The latter 
exception is particularly relevant for Evansville, which is located in the direction of 
rupture from this segment. Figure 17, showing BB velocity synthetics predicted in St 
Louis for all nine scenarios, illustrates these findings further. 

 
Discussion and conclusions  
We have simulated wave propagation for Mw7.4-7.7 earthquakes in the New Madrid 
Seismic Zone using a new 3D Community Velocity model of the Central United States. 
The largest peak ground motions are found on or immediately next to the fault traces. Out 
of the major urbanized areas in the region, Memphis experiences the largest long-period 
peak ground motions, while the values for St Louis, MO and Evansville, IN are much 
smaller. Combined with a duration of the shaking of up to 30-40 seconds, these worst-
case scenarios could inflict sizable damage on the built environment, in particular in 
Memphis. Mw7.7 scenarios on the southwest segment with bi-lateral or north-south 
rupture direction tend to generate the largest ground motions (PGVs up to ~5 cm/s and 
SAs up to ~0.5g) in Memphis. Peak ground motions in St Louis and Evansville (<0.1g 
and PGVs below ~2 cm/s) will be felt, but likely not generate significant damage from 



 

any of the NMSZ scenarios. 
 
The resolution of the velocity model for the Central United States varies strongly within 
the area considered in this study. The heavily urbanized regions, in particular in and 
around Memphis and St Louis, MO, are generally well constrained. However, other parts 
of the model, where constraints from data are sparse, contain larger uncertainties. We 
obtained a generally good fit between simulation and recorded data for the 2008 Mw5.2 
Mt Carmel, Illinois, earthquake. However, additional validation of the 3D velocity model 
of the Central United States should be carried out in future studies. Such validation 
studies should also aim to refine the relations for Qp and Qs. 
 
Our ensemble of dynamic rupture models is based on a relatively small subset of possible 
parameterizations. For example, we selected a fractal model to generate the stochastic 
component of the initial stress distribution for all of the dynamic simulations. Mai and 
Beroza (2002) show that the fractal model describes the power spectrum of published slip 
distributions equally as well as von Karman and exponential autocorrelation functions, at 
least for faults with small aspect ratios. While there are many studies recommending self-
similar, fractal or von Karman stress distributions based on the spectral behavior of slip 
(Guatteri et al., 2003; Mai and Beroza, 2002; Ripperger et al., 2007, Schmedes et al., 
2010), we are not aware of any studies that recommend a specific distribution based 
directly on observed ground motions. 
  
A further limitation is that all of our rupture models are based on a simple slip-weakening 
law, which has been used extensively in both numerical and observational studies (e.g., 
Andrews, 1976; Madariaga et al., 1998; Fukuyama et al., 2003; Cruz-Atienza et al., 
2009). However, it is known that laboratory observations are better explained with a rate-
and-state variable friction law (Scholz, 1998) which describes the dependency of the 
friction coefficient on slip velocity (i.e., ~velocity strengthening or velocity weakening). 
Many studies support the presence of a velocity strengthening layer near the surface (Day 
and Ely, 2002; Somerville and Pitarka, 2006; Dalguer and Mai, 2008; Kaneko et al., 
2008). Because the slip-weakening friction model implemented in our dynamic rupture 
code does not model rate-and-state friction directly, we have emulated the velocity 
strengthening layer in the crust by adjusting µd and d0 as described above. 
 
Despite these limitations and uncertainties of the cusvm and ground motion estimates, 
our results indicate that the societal impact of Mw7.4-7.7 earthquakes in the NMSZ 
depends on the epicentral locations on the individual fault segments, primarily from 
directivity effects. Additional earthquake scenarios should be simulated in the future to 
more accurately assess the impact on man-made structures and population of the Central 
United States.  
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Figure 1. Surface slice of S-wave velocities from the Central US CVM used in the simulations. 
The white lines depict the surface projections of the three fault segments used for simulating 
ground motions in the Central US. 
 
 
 
 
 
  



 

 
 
Figure 2. Location map. Triangles depict locations of stations used for the comparison of data and 
simulation in Figure 2. The star depicts the epicenter of the 2008 Mt Carmel, IL, earthquake. 
 
 
 



 

 
 



 

 
Figure 3. Comparison of 0-1Hz synthetics to data recorded at stations shown in Figure 2 for the 
2008 Mt Carmel earthquake. 
 
 
 



 

 

 
 
Figure 4. Dynamic rupture models for the central Segment used in the Central US ground motion 
simulations. (top) Uni-lateral and (bottom) bi-lateral rupture. (left) slip and (right) maximum slip 
rate on the fault. The source for the uni-lateral rupture was laterally mirrored to generate sources 
at both ends of the fault. Contours depict rupture time with an interval of 2s. The star depicts the 
hypocenter. 
 
 
 
 
 
 
 
 
 



 

 

 

 

 
Figure 5. Dynamic rupture models for the NE segment used in the Central US ground motion 
simulations. From top to bottom: slip distribution for uni-lateral rupture, maximum sliprate for 
uni-lateral rupture, slip distribution for bi-lateral rupture, and maximum sliprate for bi-lateral 
rupture. The source for the uni-lateral rupture was laterally mirrored to generate sources at both 
ends of the fault. Contours depict rupture time with an interval of 2s. The star depicts the 
hypocenter. 



 

 

 

 
Figure 6. Same as Figure 5, but for the SW segment. 
 
 



 

               

 
 
 



 

 
Figure 7. Ground motions (SA-2s, SA-1s, SA-0.33s, SA-0.1s, PGV, and PGA) for simulation of a 
Mw7.4 earthquake on the NE segment with bi-lateral rupture. The star depicts the epicenter, and 
the white lines depict the three fault segments. 
 
 
 
 

 
 



 

 
 

 
Figure 8. Same as Figure 7, but for a bi-lateral rupture from SW.  
 
 
 
 



 

 
 

 
 
 
 
 



 

 
Figure 9. Same as Figure 7, but for a uni-lateral rupture from NE.  
 
 
 
 
 
 

 



 

  
 
 

 
Figure 10. Same as Figure 7, but for a rupture on the central segment with hypocenter toward the 
NW. 
 
 
 
 
 



 

 
 

 
 



 

 
Figure 11. Same as Figure 10, but for a hypocenter toward the center bottom of the fault. 
 
 
 
 
 

 
 



 

 
 
 
 
 

 
Figure 12. Same as Figure 10, but for a hypocenter toward the SE of the fault. 
 
 
 
 



 

 
 

 



 

 
Figure 13. Same as Figure 10, but for a uni-lateral rupture from NE on the SW segment. 
 
 
 
 
 
 
 
 

 



 

 
 
 
 
 

 
Figure 14. Same as Figure 13, but for a uni-lateral rupture from SW on the SW segment. 
 
 
 



 

 

 
 
 



 

 
Figure 15. Same as Figure 13, but for a bi-lateral rupture on the SW segment. 



 

 
 
Figure 16. BB velocity seismograms (m/s) at Memphis for each of the 9 scenario 
earthquakes. The abbreviation on the left indicates the rupture segment (CT=central, 
NE=northeast, and SW=southwest) followed by the epicentral location (NW=northwest, 
CT=central, NE=northeast, SW=southwest). 



 

 
 
 
 
 
Figure 17. Same as Figure 16, but for St Louis, MO. 
 


