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Abstract 
 

Our goal is to develop improved high frequency earthquake source and wave 
propagation models for the Central and Eastern United States (CEUS) for subsequent 
use in enhancing our ground motion prediction model for the CEUS.  The data base of 
strong motion recordings in the Central and Eastern United States is too sparse to 
permit the development of empirical ground motion prediction models based purely 
on recorded data, necessitating the use of seismologically based methods.  We first 
collect broadband ground motion recordings of ENA M>4.5 earthquakes, and then 
obtain robust source parameters such as a seismic moment, focal mechanism solution 
and focal depth for each event that is insensitive to the crustal structure using very long 
period waves. With the precise source parameters fixed, we refine velocity models in 
CEUS with forward waveform modeling, surface wave dispersion as well as waveform 
inversion. Waveform inversion is based on differential Green's function of layered 
crustal structure and conjugated gradient method. Moho depth is found to vary from the 
central US to the eastern US, and the top 1km of CEUS structure shows much higher 
shear velocity (~2.9km/s).  Using these refined earthquake source and crustal structure 
models developed for each event, we generate broadband ground motion simulations 
(0.1-10Hz) with an improved frequency-wave number algorithm. This new algorithm 
features a deterministic radiation pattern at low frequency and a gradually more 
stochastic radiation pattern for frequencies above the transition frequency. The CEUS 
events are found to have higher transition frequency (1.5-2Hz) than those in the western 
US (1Hz). Both synthetic and observed seismograms show frequency dependent 
radiation patterns. We determine a whole path Q model for the crust, and find that Q is 
much higher in the CEUS than that in the western US.  High frequency (2Hz-50Hz) 
ground motion simulations are computed with a ray code that accounts for layered 
crustal structure, frequency dependent Q, direct rays and Moho-reflected rays, as well 
as a stochastic finite fault distribution of sub-fault sources.  Synthetic high frequency 
ground motion simulation with only S waves agrees well with observations, but 
observed P waves also produce non-negligible high frequency ground motions which 
require more studies in the future. We conclude that it is indeed feasible to simulate 
broadband ground motion in the CEUS with reliable source parameters from long 
period waveform inversion, refined velocity models from improved source parameters 
and improved Q models from well resolved source parameters and velocity models.  
 
1. Earthquake Source Parameters from Waveform Modeling 
 

We collected broadband waveform data for M4.5+ events as well as some shallow 
events in CEUS (table 1). These events are recorded by IRIS GSN stations, New 
Madrid Cooperative Seismic network (NM), Lamont-Doherty Cooperative 
Seismographic Network (LCSN) and United Stations National Seismic Network 
(USNSN). All the broadband seismograph stations have three components, and 
typically have sampling rate of 20 points per second, therefore providing maximum 
frequency coverage up to 10Hz. But for some recent stations, the sampling rate is 100 
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point per second, thus allowing ground motion studies up to 50Hz. Instrument 
responses of these seismograph stations are well calibrated, and are removed before any 
waveform modeling is performed. Horizontal components are rotated into radial and 
tangential components so that long period waveform modeling can be conveniently 
performed. 

 
Table 1.  Earthquakes with broadband waveforms modeled in this project 

Date Location Lat(North) Long(West) Depth Mag Mechanism 

2008/04/18 Mt Carmel, Illinois 38.45 87.89 15 Mw5.2 strike-slip 

2002/06/18 Caborn, Indiana 37.99 87.77 18 Mw4.5 Strike-slip 

2002/04/20 Au Sable Forks 44.51 73.70 11 Mw5.0 reverse 

2009/02/03 Rockaway, New Jersy 40.87 74.52 2-5 Mc3 N/A 

 
 
There are three events with magnitude greater than M4.5 in the CEUS Since 2000. 

Among them, the April, 18, 2008 Mt Carmel, Illinois earthquake is the strongest and 
the best recorded event (Figure 1). Both long period (>5s ) and high frequency signals 
from this event (>2Hz) show high signal to noise ratio for distances up to 500km. All 
the three events have been modeled by Herrmann et al., 2008. The 2002 Caborn 
earthquake and the 2002 Au Sable earthquake were also studied by Seeber et al (2002) 
and Kim (2003). They inverted the source parameters (moment, focal mechanism and 
focal depth) with a full waveform approach, in which the misfit function is computed 
between the whole waveforms of recorded and synthetic seismograms. 

 
Figure 1. Three component broadband record sections of the 04/18/2008 Mt Carmel earthquake. 

Radial, tangential and vertical components are displayed on the left panel, middle panel and right 

panel respectively. 

 

 We verified or refined the source parameters of these earthquakes with a different 
algorithm. The source inversion is performed with the Cut and Paste method (CAP) (Zhu 
and Helmberger, 1996). In this algorithm, full waveforms are cut into the Pnl segment and 
the S+surface segment. Each segment is fit with synthetic seismograms separately. The 
CAP algorithm is basically a grid search inversion with synthetic seismograms calculated 
for a 1D layered crustal model appropriate for the area, with time shifting of the Pnl and 
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surface wave parts to allow for inaccuracy in the velocity model (Zhu and Helmberger, 
1996). Moreover, the amplitude of the waveforms is also adjusted according to their 
distances in order to suppress overweighting of close stations, thus leading to a much 
more balanced inversion of the source mechanism. Focal depth can also be well resolved 
because the Pnl waveform is sensitive to focal depth and the amplitude ratio between the 
surface wave and the Pnl wave provides good constraints on focal depth.  

 

 

Figure 2. “Cut and Paste” (CAP) modeling of the Pnl and Surface waves for the 06/18/2002 Caborn 
event. Pnl waves are filtered with bandpass 0.02-0.3Hz and the surface waves are filtered at 
0.01-0.2Hz. The event occurred at a depth of 19km, with an almost pure strike-slip mechanism. The 
distances in km are noted after the station names along with the P-timing correction. The numbers 
beneath the various waveform segments indicate the timing shifts and cross-correlations. There are 
some anomalies on the PLAL waveforms (green), which are not used in the inversion.  

 

 

Figure 3. Depth sensitivity from CAP inversion of the Caborn event. The optimal estimate of depth is 

19.8km, close to that obtained by Kim (2003).  
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Figure 4, “Cut and Paste” (CAP) modeling of the Pnl and Surface waves for the Mt. Carmel event.  

Because of its larger moment, the signal noise ratio is much higher than that of the Caborn event. 

 

 

Figure 5. Depth sensitivity from CAP inversion of the Mt Carmel event. The optimal estimate of 

depth is 16 km, close to that obtained by Herrmann et al (2008).  

We performed CAP inversion for the 06/18/2002 Caborn, Indiana earthquake and 
the 04/18/2008 Mt Carmel, Illinois earthquake (Figures 2 through 5). Both events 
show dominant strike slip mechanism, which may reflect the same regional stress. But 
their focal depths are different, with the Carborn event at a depth of 19.8km and the 
Mt Carmel at a depth of 16.0km. Focal mechanisms from CAP inversion are 
consistent with those from whole waveform inversion (Herrmann et al., 2008; Seeber 
et al., 2002; Kim, 2003). But the focal depths from CAP inversion are different from 
those from whole waveform inversion by 1-2km. Such difference in depth solution is 
not surprising, because the focal depth solution can be affected by factors such as 
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different 1D velocity models, or 3D heterogeneity and different inversion schemes. 
For example, focal depth solutions from two agencies (Lamont Observatory and Saint 
Luis University) for the 2002 Au Sable earthquake are 10 km and 11km respectively. 
However Ma and Atkinson (2006) find that the focal depth is 12km from analysis of 
the depth phase sPn. To assess the accuracy of the depth solution resolved from local 
or regional waveforms, we computed synthetic teleseismic P waves for the case of 
focal depth=10km (Figure 6). It seems that a focal depth of 10km can fit the observed 
P waves (red) fairly well and the different focal mechanisms also provide good 
waveform fits. 

 

 

Figure 6. Comparison of observed (red) and synthetic teleseismic P waveforms with source 

parameters from different agencies (Left, Harvard CMT; Middle, Lamont Observatory; Right, 

Saint Luis University). The Lamont solution provides a slightly better waveform fit.  

 

After we perform CAP inversion for the events, we find that seismic moments 
from our inversion typically differ less than 0.05 magnitude unit from solutions by 
other groups (Herrmann et al, 2008; Kim, 2003), and fault planes solutions are 
different within 5 degrees (strike, dip and rake). Focal depths are different by at most 
2km. However, the Harvard CMT typically provides depth solutions up to 5km 
different from our solution. 

 

2.Velocity Structure from forward waveform modeling and inversion 
  
2.1 Velocity Structure of the Shallow Crust from Surface Wave Dispersion  
  

Typically the top 1km of the velocity structure of the Crust is not well resolved by 
seismologists for the purpose of earthquake studies, probably due to the fact that 1km 
is too deep for earthquake engineering studies and too shallow to be imaged by 
seismic waves from most natural earthquakes. However, for regions with very shallow 
earthquakes (depth less than 2km), the strong short period surface waves (such as Rg) 
may provide good constraints on shallow velocity structure. On February 3rd, 2009, an 
Mc3 earthquake occurred in New Jersey and was well recorded by nearby 
seismograph stations with epicentral distance less than 30km (Figure 7). It is clearly a 
shallow event because the short period Rg (dominant period about 1 sec) is very 
strong, and probably it is shallower than 1km (Figure 8, left). We measured the 
dispersion curve of Rg on station BRNJ, and found that the Rg group velocity 
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increases substantially with depth (Figure 8, right). Because Rg dispersion is observed 
for the period range between 0.4s and 2 second, the velocity structure for a depth of 
about 2km can be obtained. The shear velocity profile inverted from Rg dispersion is 
displayed in Figure 9, which features large sub-surface shear velocity (Vs~2.9 km/s) 
and shear velocity increasing to 3.6 km/s (usually indicative of crystalline basement) 
at a depth of 1.5km. This is in obvious contrast to the shallow shear velocity structure 
in the western US, where a shear velocity of 3.3 km/s is achieved at a depth of about 4 
km, and the subsurface Vs is much lower  The large subsurface Vs of 2.9 km/s in 
Figure 9 is consistent with Herrmann’s model (Herrmann et al., 2008), and is probably 
related to the old and cold shallow crust of CEUS, which also implies high Q and less 
attenuation of high frequency ground motion at large distances. 

 
Figure 7. A shallow earthquake occurred on February 3rd, 2009 in New Jersey. This event is well 

recorded by nearby broadband stations ( ODNJ, BRNJ, MSNJ). 

 
Figure 8. (left) Three component broadband seismic waveforms recorded at station BRNJ. The shallow 

focal depth is manifested by the strong Rg wave. (right) Measured Rg dispersion (black) and synthetic 

dispersion for the model displayed in Figure 9. 

 

Figure 9.  Velocity model for computing synthetic dispersion. Because Rg is a short period surface 

wave, only the velocity structure of the shallow crust can be well constrained from Rg dispersion.  
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2.2 Velocity Structure of the Deeper Crust 

 To determine the velocity structure of the deep crust, we adopted the waveform 
inversion approach by Saikia et al (2006). This method determines the first-order 
velocity perturbations (Δm) of the initial velocity model by inverting the data vector 
(Δd) formed using the difference between the observed and synthetic seismograms. 
Thus, it is essentially a least-squares inversion, and its formalism can be expressed as  

Δd=DG Δm 
where DG is the first-order partial derivative and represents the differential change in 
the seismogram for a differential change in a single-model parameter. Assuming that 
CEUS crust can be approximated with 1D models, the crustal model m is 
parameterized as vectors of P velocity, S velocity and Density. Because seismograms 
are not sensitive to density, we scale density with P velocity (Magistrale et al., 2000).  
Differential seismograms are computed by differencing synthetic seismograms for 
model m and perturbed velocity model (m+Δm). As compared to the algorithm 
developed by Zeng and Anderson (1995), our approach to computing differential 
seismogram is less efficient because N times the number of synthetic seismograms 
need to be computed, where N is the number of layers in model m while Zeng and 
Anderson’s algorithm can provide differential seismograms in one run.  But our 
approach is easy to implement and the computing cost is not a big issue for 1D 
synthetic seismograms.   

Before waveform inversion for crustal structures, source parameters such as fault 
plane solution, depths and seismic moment of the earthquakes need to be resolved 
(Section 1). In Figure 10, we display a comparison of observed seismograms and 
synthetic seismograms for an initial model for an earthquake recorded at station CCM. 
Obviously, the initial model does not provide a good waveform fit to the S wave 
(around 40 seconds). After inversion, the waveform fit is much better. Waveform 
inversion for velocity structure is highly nonlinear, and good initial velocity models 
are necessary to obtain stable and converging inversions. The initial velocity model is 
taken from Saikia et al. (2006) (Figure 11). 

 
Figure 10.  Comparison of observed seismograms (solid line) and synthetic seismograms (dashed) 

for initial model (left) and final model (right). The seismograph station is CCM.  

 

 For different station-earthquake pairs, many 1D velocity models can be obtained. 
We find that most of the 1D models are very close to the velocity model by Herrmann 
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et al. (2008). So we choose Herrmann’s model as the representative model for CEUS. 
From forward waveform modeling, we find that the model works very well for the 
central US, but fine tuning is necessary for fitting seismograms for earthquake- station 
pairs in the eastern US. In Figure 11 (right), we can observe that synthetic (red) 
seismograms computed with Herrmann’s model (Moho depth=42km) do not match 
the observations (black) well for the Au Sable earthquake recorded at station HRV.  
We then try a suite of models with different Moho depths, and find that a Moho depth 
of 36km (orange line in middle panel of Figure 11; model 9) can produce a much 
better waveform match for both station HRV and NCB (Figure 12). Of course, there is 
a drawback with forward modeling in that different models can fit the observations 
equally well (left panel and middle of Figure 12, model 9 and model 5, the blue model 
indicated with blue line in Figure 11), but these models are fairly similar. 
 In short, 1D models for central US and eastern US are different, and difference in 
Moho depth is probably the major distinction. 

 
Figure 11. (left) initial model (black) and final model from waveform inversion (middle) various 

models modified from Herrmann’s model. (right) Observed (black) and synthetic (red) 

seismograms with Herrmann’s model for the Au Sable earthquake recorded at station HRV. 

 
Figure 12. Observed (black) and synthetic (red) seismograms calculated using the velocity 

models shown in Figure 11. (left) model 5 at station HRV (center) model 9 at station HRV 

(right) model 9 at station NCB. 
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3. Modeling transition frequency between deterministic and stochastic character 
 
3.1 Observation of frequency dependent radiation effects 

We observe a decrease in the coherence of the radiation pattern with increasing 
frequency in strong ground motions, which is presumably due to irregularities in fault 
geometry and scattering effects. For the Mt Carmel earthquake (Figure 13), the tangential 
(red) component should be much stronger than the radial (green) and vertical (black) 
component because the source mechanism is dominantly strike-slip (Figure 14). Indeed 
this is the case for low frequencies (<1HZ), but for frequencies above 3Hz, the three 
components are almost equal. For the Au Sable earthquake, similar features are observed, 
where the ratio between tangential and radial or vertical are different for low frequencies 
and high frequencies. The transition frequency is between 1Hz and 3Hz, and is probably 
at about 2Hz.   

 

Figure 13. The Mt Carmel earthquake and three broadband stations 

 

Figure 14. Spectrum of observed ground velocity for the three stations. 
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For both events, the three components become almost equal at high frequencies 
(Figure 15), indicating that seismic radiation is isotropic at high frequencies. Therefore, 
the radiation pattern of earthquakes in the CEUS is indeed frequency dependent. The 2Hz 
transition frequency is higher than the transition frequency of 1Hz for western US 
( Graves and Pitarka, 1999), implying less heterogeneity in CEUS which is probably due 
to less tectonic activity in this region. 

 

Figure 15. Decrease of coherence of radiation pattern at high frequency for the Au Sable event 

observed at station NCB (left) and HRV (right). The top and bottom traces are filtered with high 

pass and low pass filters respectively, while the other traces are filtered with band pass filters. 

 

With weak tectonic deformation, the crustal structure in the Central and Eastern 
US (CEUS) is relatively simple and justifies a 1D layered model parameterization. 
For overall 1D crustal structure, the hybrid method of ground motion simulation can 
be approached within a 1D framework.  The hybrid method consists of deterministic 
waveform simulation for low frequency (1HZ) with complete Green’s function (from 
F-K method, i.e., solution in frequency-wave number domain) and stochastic 
modeling for high frequencies also with the F-K method. Stochastic modeling is 
required because of imperfect knowledge of rupture processes and small scale 3D 
velocity structure along the propagation path. For the source portion of stochastic 
modeling, interpolation of radiation effects for the transition from deterministic to 
stochastic modeling can be readily implemented in an F-K algorithm since F-K works 
in the frequency domain.  For the 3D structure portion of stochastic modeling, 
cross-component scattering has to be introduced to transfer energy from different 
components. The scattering effect is also parameterized as a function of the ratio of 
epicentral distance to wavelength, which also features transition from deterministic 
(no scattering for low frequency,) to stochastic (energy equalization for high 
frequency). Interpolation of scattering effects is also implemented in the frequency 
domain.  
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3.2 An algorithm for computing broadband ground motion in a unified framework 
  The idea of deterministic low frequency and stochastic high frequency modeling 
has proven effective in simulating ground motion. Techniques for low frequency 
waveform modeling include 3D finite difference (Graves, 1999; Pitarka, 1998;), 3D 
spectral element method (Komatitsch and Tromp, 1999) and 1D  frequency wave 
number methods (Zhu and Rivera, 2002). Stochastic high frequency algorithms have 
been applied by various researchers with different approaches, such as empirical 
geometric spreading (Atkinson, 2004), computed geometric spreading (Ou and 
Herrmann, 1994; Graves and Pitarka, 1999), generalized ray theory (Somerville et al, 
1999) and frequency-wave number (FK) algorithm (Liu et al, 2006).  

    In this project, we simulate ground motion in a single F-K algorithm for both 
deterministic and stochastic frequency ranges.  The attenuation (absorption, Q) is 
already taken into account in the FK algorithm, with Q specified for each layer. For 
double couple sources in 1D models, the ground motion (in velocity, acceleration or 
displacement) can be calculated if Greens’ functions for 3 basic faulting mechanism 
(strike-slip, dip-slip and 45 degree dip-slip) are known. Various algorithms have been 
proposed for calculating Green’s functions in a 1D layered model, including 
generalized ray theory (Helmberger, 1983), and the frequency-wave number method 
(Saikia, 1994; Zhu and Rivera, 2002).  The 3-components of ground motion, vertical 

( ), radial ( ) and tangential ( ) are actually just linear combinations of the 

vertical (Wi), radial (Qi) and tangential (Vi) component of the Green’s function of 3 
basic mechanisms (equation 2-1 to 2-3). The coefficients Ai , also known as radiation 
pattern, depend on the geometry of the fault (strike Φ, and dip δ ) as well as 
orientation of fault motion (rake λ), and are shown in equation 2-4 to 2-8.  
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Earthquake sources can be approximated as patches of slip over a fault plane. At 
low frequencies, the slip distribution can be reliably inferred from seismic and 
geodetic data. However at high frequencies the slip distribution (also at higher spatial 
resolution) is more complicated, and the fault plane is not necessarily smooth at short 
wavelength. Therefore, at high frequencies, the faulting parameters (Φ,δ,λ)  needs to 
be treated as stochastic, reflecting our insufficient knowledge of the true faulting 
processes. 

To write the above equations in the frequency domain, we have  

 
where  Gjk is the jth component Green’s function for kth basic faulting mechanism, 
and Rjk is  just the coefficient A , with j=1 (vertical ) ,2 (radial) and 3 (tangential)  
and k=1 (strike slip),2 (45 degree dip-slip) and 3 (90 degree dip-slip). In hybrid the 
simulation method, Rjk is assumed to be deterministic and to not depend on frequency 
ω for low frequencies. But at higher frequencies, Rjk is required to depend on 
frequency ω to simulate the effects of complex slip distribution upon radiation pattern. 
Pitarka et al (2000) and Liu et al (2006) proposed linear interpolation of source 
parameters (Φ, δ, λ) vs frequency. In our approach, we assume that the stochastic 
portion Rjk depends upon the ratio between wave length (shear wave speed β / 
frequency ω ) and rupture dimension (L) This implies a higher transition frequency 
for smaller earthquakes (Frankel , 2009).  Following the approach taken by Pitarka et 
al (2000), we set the source parameters (Φ,δ,λ) to depend on frequency in the 
following equation: 

 

where φ is one of the source parameters (Φ,δ,λ), φp is the range of  source 
complexities, ri  is a random number between 0 and 1, and x is the ratio of fault 
dimension and shear wave length (ωL/β ) .  The ratio x0, x1  is chosen to be 1.6π and 
4.8 π respectively, approximately corresponding to 1 and 3 Hz for an M5 earthquake 
(assuming rupture dimension of 3km) in the CEUS. 
 Though introduction of a stochastic distribution of source parameters can account 
for insufficient knowledge of the detailed rupture processes, effects due to small scale 
3D heterogeneity may not be simulated just with stochastic source processes. For 
example, Love waves only appear on the tangential component, and Rayleigh waves 
will not appear on tangential components for a 1D layered model. To account for 3D 
scattering, we introduce a mechanism to transfer energy from one component to the 
other as follows: 

 
where Sxy is the scattering coefficient that scatters energy from the yth component to 
the xth component for single scattering, l(ω) is the free path length, and the power of    
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d/l is meant to simulate multiple scattering for longer propagation length. The free 
path length l(ω) is shorter for high frequency (Sato and Fehler, 2000), arguing for 
more scattering at short wavelength. u is the ground motion after scattering and U is 
the  ground motion for 1D structures, and J(ω) is the Jacobian which ensures that 
total energy is conserved after scattering.  We assume that the scattering coefficients 
Sxy(ω) has two parts, the amplitude strength part and the phase strength part, and is 
assumed to take the form of   

 
where ψ is a dimensionless parameter indicating phase shifts due to scattering, and ε is 
the amplitude strength of scattering, which depends on the components involved and 
the heterogeneity level of the 3D structure.  To account for larger scattering between 
R and T, and less scattering between R and Z, or R and Z, we choose 
εRZ=εZR=εZT=εTZ=0.5, and assume εZZ=ZTT=εRR= εRT=εTR . It is assumed that εRR=5% of 
energy is scattered with phase shift of ψ= 0.1 π with single scattering.  Frequency 
dependent free path length l(ω) is approximated with the power law l(ω)=l0ω

n, where 
we choose n=1 for simplicity. l0 is chosen in such a way that the 1 Hz waveform is still 
deterministic (2-3 fold scattering) at a distance of 80 km (twice the crustal thickness), 
while the waveform becomes more stochastic at 3Hz (5-10 fold scattering), and 
becomes completely stochastic beyond 3Hz. 
 
3.3. Some examples of ground motion simulation with the above algorithm 

We modified the frequency-wave number code (FK) (Zhu and Rivera, 2002) with 
the above algorithms. Since the FK code works in the frequency - wave number 
domain, our deterministic-stochastic algorithm is naturally implemented in the 
frequency domain. Because of the loss of precision problem associated with the 
Haskell propagation matrix at high frequencies (Aki and Richards, 2002), we only 
compute ground motion up to 10 Hz with the modified FK algorithms. We introduce a 
frequency dependence in the radiation pattern (Pitarka et al., 2000).  At frequencies of 
1 Hz and less, we use the theoretical radiation pattern.  Between 1 and 3 Hz, we 
linearly interpolate between the theoretical radiation pattern and the average radiation 
coefficients of Boore and Boatwright (1984), causing coherence of the radiation 
pattern to decrease with increasing frequency.  Above 3 Hz, we use a constant 
average radiation coefficient.  Ground motion simulation of higher frequencies (up to 
50 Hz) is computed with ray theory as presented in the following sections. 

For event Mt Carmel, we compute synthetic seismograms at station USIN with a 
deterministic radiation pattern (frequency independent) and a frequency dependent 
radiation pattern (Figure 16). Station USIN lies close to a node of the Mt Carmel 
earthquake, so the tangential component is much stronger than the radial and vertical 
component for both sets of synthetic seismograms at low frequency. But at high 
frequency (>2Hz), the radial and vertical components become stronger for the case of 
frequency dependent radiation pattern, similar to what is observed in the recorded data.  
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Figure 16.  Spectrum of synthetic seismograms with deterministic radiation pattern (top) and 

with frequency dependent radiation pattern (bottom). 

  
4. Q of the Central and Eastern US 
 
 Q is an important parameter for high frequency ground motion simulations. 
Numerous previous studies have demonstrated large Q differences between western 
US and CEUS.  Mitchell (1981) reported that in the upper crust (top 20km), Q is 275, 
165 and 80 for CEUS, Colorado Plateau and Basin and Range respectively. For the 
lower crust, the Q difference is small and Q is about 1000. Boore (2003) presents a 
summary of Q for different regions of the world, and also emphasizes the large 
differences in Q between the western US and CEUS. Atkinson (2004) assumes a 
frequency dependent Q = 893 f 0.32 for eastern North America (ENA), which translate 
into Q>1000 for high frequencies (> 2Hz).  

 

Figure 17.  Effects of Q on the spectrum for station SLM (left) and AAM (right). The lowest red 

curve is for Q=300, and Q increases by 200 for each higher red curve. 

  

We also verify the ENA Q model with the broadband seismograms recorded from the 
Mt Carmel earthquake. In Figure 17, we compare synthetic spectra (red) and observed 
spectra for station SLM and AAM. The synthetic spectra are computed with the 
following equation: 
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( ) ( ) exp( / )u f S f fT Q   

where T is the travel time of the S wave and can be calculated with the 1D layered 
model for given distance and focal depth, S(f) is the source spectrum of Mt Carmel 
event, and u(f) is the spectrum of the synthetic ground motion. From Figure 17, we 
observe that a Q of 900-1100 can produce reasonable fit, consistent with Atkinson 
(2004)’s model. For simplicity, we adopt a Q model of Q(f)=900 f 0.32 for CEUS. 
  

5.  High frequency (>1Hz) ground motion simulation in Central and Eastern US 

The high frequency simulation methodology sums the response for each subfault 
assuming a random phase, an omega-squared source spectrum and simplified Green’s 
functions.  The methodology follows from Boore (1983) with the extension to 
finite-faults given by Frankel (1995) and Hartzell et al (1999).  Each subfault is allowed 
to rupture with a subfault moment weighting that is proportional to the final static slip 
amount given by the prescribed rupture model.  The final summed moment is then 
scaled to the prescribed target mainshock moment.  The convolution operator of Frankel 
(1995) scales the subevent rise time to the target rise time.  Additionally, this operator 
also ensures that the result is not dependent on the choice of the subfault dimensions. 

Beresnev and Atkinson (1997) define a radiation-strength factor (s), which is used as a 
free parameter in the specification of the subfault corner frequency (fc) 

dl

V
zsf r

c 



       (3) 

where z is a scaling factor relating fc to the rise time of the subfault source, Vr is the 
rupture velocity and dl is the subfault dimension.  In our approach, instead of allowing 
this to be a free parameter, we set z=C (constant) and let 
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where km, km and h is the depth of the subfault center in km.  Based on 

calibration experiments, c0 is set at 0.4.  Since the corner frequency is proportional to 
slip velocity (inversely proportional to rise time), this formulation replicates the observed 
trend that slip velocity is relatively low for shallow ruptures and increases with increasing 
rupture depth (Kagawa et al., 2004), causing the ground motions from surface faulting 
earthquakes to be weaker than those of earthquakes that do not break the ground surface 
(Somerville, 2003; Somerville and Pitarka, 2006).  These observations are now reflected 
in most of the newly developed NGA ground motion models for tectonically active 
regions (Power et al., 2008) through a new source parameter, the depth to top of rupture, 
which we proposed.  For active tectonic regions, we set z=1.6.  In CEUS, we find rise 
time is about 1.85 times longer than for active regions, which suggests z=0.9 for CEUS 
applications.   

50 h 101 h
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Figure 18. A finite fault model of rake angle (left), rise time (middle) and slip for the Mt 

Carmel event. 

We note that although this formulation reduces the number of free parameters, it certainly 
is not unique and probably has trade-offs with other parameters in the stochastic model.  
In particular, allowing the subfault stress parameter (σp) to be variable across the fault 
would accommodate a similar type of slip velocity scaling.  For active tectonic regions, 

we fix 50p in our simulations.  For CEUS applications, the stress parameter is 

typically a factor of 2-3 times larger than found for active tectonic regions (e.g., Atkinson 
and Boore, 2006).  This change in stress parameter most likely reflects the difference in 
rupture area for CEUS events relative to active regions, which is a factor of 2.5. Scaling 

the stress parameter by this factor yields a value of 125p  for CEUS applications.   

 

Figure 19. Location of sites (green dots) for ground motion simulation. The beach ball represents the 

Mt Carmel earthquake.  
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Our formulation allows the specification of a plane layered velocity model from which 
we calculate simplified Green’s functions (GFs) and impedance effects.  The GFs are 
comprised of the direct and Moho-reflected rays, which are attenuated by 1/Rp where Rp 
is the path length traveled by the particular ray.  For each ray, we calculate a radiation 
pattern coefficient by averaging over a range of slip mechanisms and take-off angles.  
Anelasticity is incorporated using a travel-time weighted average of the Q values for each 
of the velocity layers and using a generic rock-site kappa operator.  Finally, gross 
impedance effects are included using quarter wavelength theory (Boore and Joyner, 1997) 
to derive amplification functions that are consistent with the specified velocity structure. 

 

 

Figure 20. High frequency ground acceleration computed without the Moho-reflected ray. The 

amplitude of each waveform is normalized.  

 

Figure 21. High frequency ground acceleration computed with the Moho-reflected ray SmS. The 

amplitude of each waveform is normalized.  
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We generate a finite fault model for the Mt Carmel earthquake (Figure 19) with 
randomized rake angle, rise time and slip (Figure 18), whose distribution follows a k2 
law in the wave number domain. We also keep the total moment of all the sub-faults 
the same as that determined in Section 1.  In Figures 20 and 21, we display synthetic 
ground acceleration without and with the Moho-reflected ray (SmS) respectively. 
Inclusion of SmS makes ground motion last longer, as well as become stronger for 
post-critical distances. When six Moho reflection multiples are taken into account, the 
synthetic wave trains (Figure 22) look much more like the observed high frequency 
ground motion (Figure 23), suggesting that multiple Moho reflections need to be 
taken into account.  

 
Figure 22. High frequency ground acceleration computed with six Moho-reflection multiples  

The amplitude of each waveform is normalized.  

 
Figure 23. Observed record section of high frequency (high pass filter > 2Hz) ground 
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acceleration for Mt Carmel earthquake. The ground motion shows little attenuation. 
 

We also test the effect of Q on high frequency ground motion simulations. In Figure 
24, we display simulated ground motion for Qo=300 and Qo=900 respectively. 
Geometrical spreading factors have been removed for easier comparison of 
amplitudes at different distances. Obviously Qo=300 predicts ground motion that are 
too small at large distances (300-500km), but the ground motion with Qo=900  
matches the general features of the observations (Figure 23) fairly well. This indicates 
that Qo=900 is a good approximation of the Q model in CEUS. 

 
Figure 24.  High frequency ground motion simulation for Q=300 (left three panels) and Q=900 

(right three panels). Amplitude has been corrected for geometrical spreading. 
 

We only include crustal S waves in the high frequency ground simulations, 
assuming that P waves and mantle S waves (Sn) have negligible strength. This is 
probably appropriate for the western US where ground motions only have significant 
amplitudes at frequencies lower than 10Hz. Groud motions at frequencies higher than 
10 Hz in the western US are not a concern because of the lower Q. However, for the 
CEUS, the extremely high Q makes high frequency (>10Hz) ground motions much 
larger. In Figure 25, we display ground motions in different frequency bands, and it is 
observed that P wave amplitudes are comparable to those of S, and Sn is also not 
negligible for frequencies above 12.5 Hz. This observation suggests that future high 
frequency ground motion studies should take P waves and Sn waves into account.  
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Figure 25. Bandpass filtered (with frequency band marked to the left) three component velocity 

seismic records (BHE,BHN, BHZ) at station AAM from the Mt. Carmel event. For frequency > 

4.5 Hz , the P wave is not negligible compared to S, and Sn, the mantle wave is stronger than 

Sg/Lg, the crustal waves. 
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