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ABSTRACT 
 

This study investigates the effects of style of faulting on earthquake ground motion 

in the New Madrid seismic zone (NMSZ). I undertake a detailed analysis of local 

waveform data using a multistage processing method to produce empirical attenuation 

relations for frequencies between 1 and 16 Hz. The dataset consists of 854 local events of 

magnitude   

 

1.6 ≤M≤4.3 recorded at hypocentral-distances ranging from 5.6 to 145 

km. The modelling procedure yields a 

 

r−1 geometrical spreading with 

 

Q( f ) = 660 f 0.35

 

within the first 60 km hypocentral distance. Beyond 60 km distance, 

the geometrical spreading changes to 

 

r0.5. Reverse fault events tend to have higher 

ground motion near the source than for strike-slip fault events for frequencies greater 

than 8 Hz. At lower frequencies, no difference is discerned for the two styles of faulting. 

An average kappa value of 0.011± 0.004 is estimated for the region. Events of MW ≥ 3.5 

have an average stress drop of 138 bar. 

 

 

 

 

 

 

 



 iii 

TABLE OF CONTENTS 
1 Introduction .......................................................................................................................... 1 

1.1 NMSZ tectonic setting and seismicity.................................................................................... 2 
1.2 Geological setting ........................................................................................................................ 5 

2 Method ................................................................................................................................... 6 
2.1 Coda waves .................................................................................................................................. 6 
2.2 Coda normalization application.............................................................................................. 7 
2.3 Peak motion regression ............................................................................................................. 8 

2.3.1 Geometrical spreading and Q ....................................................................................................... 8 
2.3.2 Source excitation .............................................................................................................................. 9 
2.3.3 Site effect ............................................................................................................................................ 9 

3 Data processing and modelling ......................................................................................... 9 
3.1 Data set.......................................................................................................................................... 9 
3.2 Duration ..................................................................................................................................... 10 
3.3 The distance term D ................................................................................................................ 12 

3.3.1 Initial estimate of D ....................................................................................................................... 12 
3.3.2 Forward modelling ......................................................................................................................... 13 
3.3.3 Average attenuation ....................................................................................................................... 14 
3.3.4 Attenuation for different styles-of-fault .................................................................................. 17 

3.4 Excitation................................................................................................................................... 20 
3.4.1 Duration magnitude and Moment magnitude ........................................................................ 24 
3.4.2 Stress drop ........................................................................................................................................ 25 

4 Conclusion ........................................................................................................................... 28 
4.1 Future studies ........................................................................................................................... 28 

References Cited                                                                                                                29 
Appendices………………………………………………………………………………36 

A  Supplementary figures for estimating the distance term D……........………36 
B  Regression of coda-normalized peak velocities.……………………………48 
C  Dataset used to estimate seismic moment  …………………………………49 

 
  



 1 

1 Introduction 
 

Ground motion prediction as a function of earthquake magnitude and distance is an 
important tool in the analysis of seismic hazard. These relations are typically developed 
empirically by a regression of recorded ground motion amplitude data versus magnitude, 
distance, and possibly other predictive variables. In the Central and Eastern US stochastic 
based ground-motion simulations are computed for a variety of magnitudes and distances. 
Peak ground motions measured from these simulations are the data regressed to obtain 
these relations.  

The effects of style-of-faulting on ground motion in the New Madrid seismic zone 
(NMSZ) is one of the variables which has not been considered in previous ground-motion 
relations for eastern North America (e.g. Atkinson, 1984; Boore and Atkinson, 1987; 
Toro and McGuire, 1987; EPRI, 1988; Atkinson and Boore, 1990, 1995; Samiezade-Yard 
et al., 1996; Atkinson and Boore, 2006). However, different styles-of-faulting have 
produced systematically different ground motion in recent western U.S. ground motion 
models distinguishing between reverse and strike-slip. 

Idriss was the first to include a factor for style of faulting. He (1985; 1987; 1991), 
derived discrete equations for peak acceleration as a function of spectral ordinates. His 
relationships include a factor of one for reverse fault and zero for strike slip fault as a 
style-of-faulting factor, although the factors are independent of other variables. 

In a summary of previous studies on estimating horizontal response spectra and 
peak acceleration for shallow earthquakes in western North America, Boore et al. (1997) 
estimated the style-of-faulting factor independently for each period between 0.1 to 2.0 
seconds. They had a relationship that factored reverse faults as having larger constant 
than strike slip faults. Their results showed the difference in style-of-faulting factor 
maintained a constant margin as it varied slightly with period (frequency). 

Campbell and Bozorgnia (2003) examined the distance and magnitude 
dependence of style-of-faulting factor for peak acceleration. They found that both the 
horizontal and vertical spectra had the same tendency toward higher amplitudes for 
reverse and thrust faulting at short-to-mid periods compared to strike slip faulting. These 
differences become negligible at periods greater than about 2 sec. They found differences 
in median-predicted spectral acceleration among strike-slip, reverse, and thrust-faulting 
earthquakes to be consistent with differences in dynamic stress drop. 

Later Campbell and Bozorgnia (2006; 2008) defined the style-of-faulting factor as 
a term that introduces a new parameter, depth, to the top of coseismic rupture. The new 
parameter indicates whether or not coseismic rupture extends to the surface. This was 
most significant at short periods for reverse faulting, with ground motion being 
significantly higher especially for reverse faulting when rupture did not break to the 
surface. The reverse-fault events create ground motions approximately 28% higher than 
those from crustal strike-slip events. 

The NMSZ is the most seismically active area of the central and eastern North 
America. During the winter of 1811 and 1812, three catastrophic earthquakes occurred in 
the region (Nuttli, 1973; Mitchell et al., 1991; Johnston, 1996; Johnston and Schweig, 
1996). The three earthquakes were felt throughout much of the U.S. and as far away as 
Quebec (Nuttli, 1973). Paleoliquefaction studies show that very large earthquakes 
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occurred in A.D. 900 ± 100 and A.D. 1450 ± 150 years, suggesting a pattern of repeating 
earthquakes with a return period around 500 years (Tuttle et al., 2002). The possibility of 
recurrence of such large earthquakes and the greatly increased population of the area 
provides an impetus for ground motion estimation and seismic hazard analysis. Currently, 
NMSZ has 200 earthquakes recorded per year by the Cooperative New Madrid Seismic 
Network (CNMSN). Since the year 2000, the CNMSN has recorded regional events of 
magnitude ranging from 0.3 to 4.1. 

This study primarily evaluates the effects of style of faulting on ground motions. I 
determine the average attenuation, site, and source properties for the region for all types 
of earthquakes combined together, then separately for strike-slip and reverse-slip 
earthquakes in the NMSZ. The site properties should not vary with earthquake type. The 
attenuation term includes a frequency-dependent attenuation operator, )( fQ , and a 
geometric spreading function. An important factor also to be determined is the scaling of 
signal duration with distance. Earthquake damage is strongly related to ground motion 
duration. Short duration motions with high acceleration may not produce enough load 
reversal to damage buildings but those with long duration may (Kramer, 1996). Signal 
duration is also important factor required to estimate the peak-motions using stochastic 
models in the theory described by Boore (1983). These terms are the primary inputs to 
stochastic ground motion simulation techniques such as SMSIM (Boore, 2002) and 
FINSIM (Beresnev and Atkinson, 1998). 

The other important task is to estimate stress drop variation with seismic moment, 
so as to provide important constraints for source scaling based on earthquake type. All 
these products put together will contribute to deriving a realistic ground motion model for 
the NMSZ. This will be achieved by detailed analysis of local waveform data using a 
multistage processing method (e.g. Raoof et al., 1999; and Malagnini et al., 2000) to 
produce empirical attenuation relations for frequencies between 1 and 16 Hz. 

1.1 NMSZ tectonic setting and seismicity 
The NMSZ is spatially associated with the Reelfoot rift. The northeast-trending 

Reelfoot rift is a geologic feature formed during a plate wide extensional event in the 
early Cambrian (Burke and Dewey, 1973) in response to the breakup of the 
supercontinent Rhodinia (Thomas 1985; 1991; 2006) extending north into the Illinois 
Basin (McBride et al., 2003). The rift was later reactivated during the Cretaceous, in 
response to closing of the Iapatus Ocean, to form the Mississippi embayment (Ervin and 
McGinnis, 1975). The Reelfoot Rift was elevated during this period and the Pascola arch 
formed separating the Reelfoot Rift from the Illinois Basin to the north. This reactivation 
was accompanied by intrusive activity as inferred from bands of magnetic and gravity 
lows and highs (Cox and VanArsdale, 1997; 2002). The rift is bounded by two parallel, 
300 km long, normal displacement faults trending NE-SW, separated by a width of about 
70 km. The Precambrian surface is displaced as much as 3 km on the northwestern 
bounding fault with nearly vertical dip to the southeast (Parrish and VanArsdale, 2004). 
Approximately 3 km of displacement is observable on the southeastern bounding fault 
with nearly vertical dip to the northwest. 

A compressive stress field has existed since the Cretaceous with the compression 
axis oriented ENE to EW. This Cretaceous stress regime of the midcontinent (Zoback and 
Zoback, 1980) has apparently reactivated northeast striking rift-axis and rift-margin faults 
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as right lateral strike-slip faults and northwest striking, southwest dipping faults as 
reverse or thrust faults (Chiu et al., 1992). The NMSZ fault system can be divided into 4 
different groups based on visible seismic trends. These groups consist of a Southern Arm, 
Central Arm, Northern Arm, and Northwestern Arm. Figure 1, adopted from Johnson 
(2008), shows some focal mechanism solutions and their locations. The coloured dots are 
events used in Johnson’s (2008) study while the gray dots in the background are locations 
of some seismicity from 1974 to 2007 as published by Johnson (2008). 

A focal mechanism study by Johnson (2008) produced 290 focal mechanism 
solutions for events recorded between the year 2000 and 2007.  About 44% of these 
events had strike-slip nodal planes, while 37% of the events were thrust earthquakes and 
the rest were normal faults. The major strike-slip nodal planes, that match the seismicity, 
are oriented at ~50° and ~30° parallel to the Southern Arm and the Northern Arm 
respectively (Figure 1). The reverse faults trends are more prominent in the Central 
Segment oriented at about 147° and 0°. Normal faults in the NMSZ show a variety of 
nodal plane orientations. Cross sections of the Central Segment reveal that the only 
concentration of normal events in the hanging wall occurs slightly in the Mid-Central 
Segment. Although all the three groups of focal mechanisms appear in all the rift 
segments, the Central Segment focal types have more complex spatial patterns. 
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Figure 1-1: Figure extracted from Johnson (2008) showing focal mechanisms from past 
studies in NMSZ. Green focal mechanisms are strike-slip earthquakes, and blue focal 
mechanisms are reverse earthquakes. Locations of earthquake focal mechanisms from 
Johnson (2008) study are shown in different colours in order to illustrate how each focal 
mechanism set is grouped. Gray dots in the background are locations of some seismicity 
from 1974 to 2007. The thick gray line is an outline of the Mississippi Embayment. 
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1.2 Geological setting 
The Mississippi Embayment, hosting NMSZ, is a southwest-plunging sedimentary 

trough filled with Upper Cretaceous (post mid- Cenomanian) to upper Eocene 
(Priabonian) marine and deltaic sediments locally overlain by Pliocene (Piacenzian) and 
Quaternary fluvial deposits of the Mississippi River and its tributaries (Stearns, 1957; 
Murray, 1961; Cushing et al., 1964; Autin et al., 1991; Hosman and Weiss, 1991). The 
synclinal orientation roughly coincides with the present course of the Mississippi River. 
The embayment originated in the Late Cretaceous, with continued subsidence through the 
Eocene terminating by the earliest Oligocene. The Late Cretaceous to Recent clastic 
sediments average about 600m thickness in the study area, overlie Paleozoic cratonic 
shelf facies ranging from Cambrian to Pennsylvanian in age, thickening to about 1000m 
near Memphis, and feathering erosionally to zero thickness at the embayment margins 
(Dart, 1992). The Paleozoic section and underlying Proterozoic granitic basement are cut 
by northeast-striking faults, and this fault system defines the geographic extent of the 
Mississippi Embayment (Hildenbrand et al. 1982). 

The general stratagraphic section for the seismogenic portion of the Reelfoot rift 
consists of Early Cambrian basal arkosic sandstone followed by the Early through Middle 
Cambrian Potsdam Supergroup consisting of sandstones, limestones and shales (Thomas, 
1985; Howe and Thompson, 1984).  Deposition kept pace with regional subsidence 
during Late Cambrian–Middle Ordovician time, resulting in the thick, shallow marine 
Knox carbonate Supergroup that overlies the rift (Thomas, 1985; Howe and Thompson, 
1984). Middle Ordovician to Middle-Cretaceous rocks are largely missing above the rift, 
partly due to nondeposition (Permian–Late Cretaceous) and partly due to Late Paleozoic 
and/or Middle-Cretaceous uplift and erosion, which produced a major unconformity at 
the top of the Paleozoic section. This stratigraphy is fairly uniform within the embayment 
and allows us to use a common velocity model of the embayment. A good velocity model 
is useful in defining the source parameters of a given Earthquake. 
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2 Method 

Ground motions from earthquakes depend on the mechanical properties of the earth 
materials and the heterogeneities found along their path, as well as, the strength of the 
earthquake source. A general form for a predictive ground motion relationship is 
modelled, as a logarithm of the peak values of narrow bandpass-filtered versions of the 
instrument corrected time histories (ground velocity in m/sec) at each frequency (Raoof et 
al., 1999; and Malagnini et al., 2000), as  

 

logas( f ,r) = EXC( f ) + D(r, f ) + SITE( f )                      (1) 
 
where

 

f  represents frequency and 

 

r  hypocentral distance, ),( rfas is the peak amplitude 
of the ground motion carried by direct S waves, recorded at the hypocentral distance r . 
The term )( fEXC represents (in terms of peak motion) the seismic source. ),( frD  
scales the ground motion with distance irrespective of magnitude and combines 
geometrical spreading, scattering and intrinsic absorption, )( fQ . 

 

SITE( f )indicates the 
contributions of the site characteristics to the observed peak motion.  

The relationship (1) has three unknown terms on the right hand side to be inverted. 
I solve this in two stages. To begin I derive a starting model for the path term, ),( frD  
that will be described as a piece-wise continuous function. This is done through coda 
normalization (Aki, 1980; Frankel et al., 1990) that removes the effects of source and site 
from the logarithm of peak ground motion. The applicable constraints for using this 
normalization when considering coda properties are described in the next section. The 
normalized amplitudes, plotted as a function of distance, provide a magnitude-
independent estimate of the decrease of amplitude with distance. This empirical estimate 
value of ),( frD  is then fitted using a multi-linear geometrical spreading and the crustal 
parameter. Having solved for ),( frD , I then perform an iterative, damped least-squares 
regression to estimate source excitation, and site.  
2.1 Coda waves 

The coda normalization technique was applied to remove the effects of instrument 
response, unknown source, and site effects and to isolate the attenuation in the mid- and 
lower-crust (Aki, 1980; Frankel et al., 1990). Coda waves are defined as the continuous 
wave-trains in the tail portion of seismogram. Aki (1969) noticed that early portions of 
seismograms are composed of waves that propagate from the source and decrease with 
amplitude with increasing propagation distance, while the coda had similar amplitudes 
and spectral content at all stations independent of epicentral-distance. 

The coda waves are created by the incoherent scattering from the random 
heterogeneity in the Earth's lithosphere. Aki and Chouet (1975) found that at around 1 Hz 
the coda is made of backscattering surface waves from heterogeneities in the shallow, 
low-Q lithosphere. They however observed a high Q for the coda at frequencies higher 
than 10 Hz, and deduced that the high Q eliminated the possibility that these waves are 
backscattering surface waves. They conclude that at these high frequencies the coda must 
be made of backscattering body waves from heterogeneities in the deep lithosphere. This 
technique is based upon the single-station method proposed by Aki (1980) who applied 
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this method to several earthquakes observed at different distances from a single station. 
For this study, this method is extended to use several stations.  

The coda normalization technique is best applied at epicentral distances less than 
100 km and at times greater than two times the S-wave travel time. At this distance and 
time, the spectrum of coda waves is the same at all nearby recording stations for an 
earthquake (Tsumura, 1967), and the power spectra of coda waves decays in the same 
manner at a station for all events within a given region (Rautian and Khalturin, 1978). 
The coda decay shape is independent of earthquake size for magnitudes less than 6, and 
coda amplitude differs with local geology at a recording site. These are commonly 
accepted characteristics of the coda that make it useful for this study. 

2.2 Coda normalization application 

A coda normalization technique (Aki, 1980; Frankel et al., 1990) is used to obtain a 
starting model for D(r, rref, f) for the regressions on the peak amplitudes. By definition, 
the time-domain rms amplitudes of the narrow bandpass-filtered time histories are 
centered in windows over lapse time τ running along the seismic coda (i.e., τ ≥2ts). This 
can be represented as,  

( )[ ] )(),,()(,,log fSITErfCfEXCrfa CodaCodaC ++= ττ   (2) 

By using the coda normalization method, a normalized function CNorm(f,τ) is 
empirically determined. 

 

C τ,r, f( ) is the coda envelope shape that describes the decay of 
the coda spectral amplitude with lapsed time on the seismogram. The relative values of 

( )frC ,,τ  for each frequency at the same time 

 

τ  show the effect of scattering and 
anelastic attenuation of the coda spectrum. Equation (2) is of the same form as equation 
(1), and for that case we can compute the ratio, 

),,(),(),( 2 rfafrafra SCSreduced τ=
   (3) 

where aS(r, f) can be the peak amplitude of the direct S waves and Ca  is the amplitude of 
coda at more than twice the S-wave arrival time (i.e. >2S). The essence of this method is 
that the ratio mathematically eliminates the source and site terms, assuming these terms 
are equivalent both for the S wave and the coda, and that coda generation is a linear 
process. This leads to 

[ ] ),,(),(),(log 2 rfCfrDfra Sreduced τ−=     (4) 

By forcing

 

D r,rref , f( )= 0 at a reference distance, we fix the amplitude offset caused by 
( )frC ,,τ . This constraint removes the contribution of ( )frC ,,τ  from equation (4), and 

the resultant is the ( )frrD ref ,,  term normalized to zero at a reference distance. The 
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reference distance is arbitrary and is chosen only for the purpose of arithmetic. I then find 
( )frrD ref ,,  by curve fitting and solve the term as a forward problem (as detailed below). 

2.3 Peak motion regression 
After defining the distance term, a regression of the peak acceleration on frequency, 

at a defined distance, 

 

As( f ,r), is applied to model the excitation term and the site term. 
The generalized expression in equation (1) can be resolved as below, with the specific 
parameters, such as geometrical spreading, quality factor, site kappa and seismic 
moment, explained in the proceeding and following subsections.  

 

As(rref , f ) = C(2πf )2 M0S f( )g rref( )exπ
−πfrref

βQ0
f

f ref

 
 
 

 
 
 

η

 

 

 
 
 
 

 

 

 
 
 
 

exπ −πfκ0( )

 (5)

 

 

2.3.1 Geometrical spreading and Q 
The propagation (or distance) term ),( frD contains the contributions from the 

geometrical spreading and anelastic and scattering attenuation. 
 

e

f
fQ

frrgfrD

ref

log)(log),(

0

η

β

π









−=      (6) 

 
where )(rg is the geometrical spreading function, r  is the hypocentral distance, )( fQ  is 
the attenuation function and β  the weighted average shear wave velocity of the region. 
Instead of working directly with this expression in the regression, ),( frD is initially 
modelled as a piecewise linear function (Anderson and Lei, 1994; Harmsen, 1997) 
defined at a frequency 0f  as:

 
 

 

D r,rref , f( )= L j r( )Dj f( )
j =1

N

∑       (7) 

 
where ( )rLj is a linear interpolation function and ( ){ }N

j fD
1

 are node values such that 

( ) ( )fDfrrD jref =,, . This definition of the propagation term allows us to model our 
observations without any a priori assumption of the propagation parameters, especially 
the functional form of )(rg . The number of nodes, n, is chosen by examining the 
distribution of observations with distance. 

The propagation term ),( frD  is decomposed into )(rg  and )( fQ  by curve 
fitting in to the equation (6) and solved as a forward problem. This modelling procedure 
yields a piece-wise linear geometrical spreading factor as a piecewise continuous function 
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of distance ra, which is modelled within a discrete number of distance ranges, to fit the 
crustal structure of the region. 

2.3.2 Source excitation 
The excitation term, 

 

EXC( f ) in equation (1), is interpreted using the Brune 
(1970) source model from the equation 
 

 

EXC(M0, f ) = C(2πf )2 M0S f( );

    

(8) 
 
where 

;
1

1)( 2






+

=

cf
f

fS        (9) 

and 
C = (0.55)(0.707)(2.0)/4πρβ3      (10) 

 
where the density, ρ, shear-wave velocity, β, are for the source depth, and the seismic 
moment, 0M , is scaled to the reference distance refr  using the attenuation parameters 

)(rg and 

 

Q0derived in the first stage. The three values in the numerator of the constant C 
are nominal values for radiation pattern, average horizontal component and free surface 
amplification often assumed in stochastic modelling studies (e.g. Atkinson and Boore, 
1995). 

2.3.3 Site effect 
The term )exp( 0 fpκ− is used to fit the spectral shape of the excitation function at 

high frequencies (Anderson and Hough, 1984) and represents the effect of the average 
site on the source. A network wide average 0κ  is estimated by simply varying its value in 
equation (5) to obtain the best visual fit to the observed EXC spectrum at high 
frequencies (e.g., Malagnini et al., 2002). This is a trial-and-error procedure. 

3 Data processing and modelling 

3.1 Data set 
I selected high-quality seismic data by picking seismograms with high signal-to-

noise ratio. A high signal-to-noise ratio is defined as when the maximum amplitude is at 
least three times greater than the RMS value prior to the P arrival. Bandpass filtering is 
done at a set of central frequencies f0i (i.e. 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 8.0, 10.0, 12.0, 14.0, 
and 16.0 Hz). These set of frequencies are the frequencies that have been used in the 
previous studied in the region. To obtain the filtered time histories around a target 
frequency f0i I apply a high-pass Butterworth filter (8-pole, 

2
0i

ci
ff = ) followed by a 

low-pass Butterworth filter (8-pole, ici ff 02= ). The duration window of the 
significant part of the filtered seismogram, relative to the central frequency f0, is then 
defined as the window bracketing 5% to 75% of the integrated energy. In picking the 
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coda wave window, I assumed a uniform decay shape of the coda wave, as a function of 
time, for each seismogram. I picked the start of the coda signal at 20 seconds after the 
arrival of the S wave. The typical coda time starting at twice the arrival time of the S-
wave is approximately 20 seconds for all the events to be used in the study. 

3.2 Duration 
An estimate of the duration of the signals as a function of distance from the source, 

for each frequency, is required in order to use Random Vibration Theory to compute the 
peak values of the filtered time histories, although the method is not used in this study. 
However, the signal duration is also pertinent in determining the window of picking the 
coda wave. An over extended duration, beyond the time window for coda, could lead to 
picking a peak amplitude at a period beyond the coda wave. Such a case would define 
coda as a wave arriving before the primary signal, or part of the main signal, and 
therefore misconstruing the entire idea of coda normalization. 

Atkinson and Boore (1995) used the duration of the time window that contained the 
5-75% fraction of the seismic energy that follows the S-time. Raoof et al., (1999) also 
found results more consistent with Random Vibration Theory estimates by using the 5-
75% duration definition. I also use this predetermined signal duration to constrain the 
best pick of peak amplitudes in our filtered time histories so as to be consisted with tested 
methods. 

In order to evaluate the sensitivity of our measured peak amplitudes on duration, I 
analyze the duration variation with distance for different frequencies. I compare the mean 
duration at different distances for signal duration not exceeding three times the S-wave 
arrival time with all the events irrespective of the duration time. Figure 3-1 shows some 
selected frequencies for comparison. The left column are plots for all the events 
irrespective of the duration time while the right column are plots of events not exceeding 
three times the S-wave arrival time.  
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Figure 3-1: Signal duration distribution at 1.0, 4.0, and12.0 Hz obtained for all NMSZ 
local events (left panel), and for duration not exceeding three times the S-wave arrival 
time (right panel). The circular points are mean points within the distance bin. The 
broken line is an interpolation of the mean points. 
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The fits to the signal duration are shown in Figures 3-1, with the gray dots 
indicating individual duration estimates, the rounded grey circles are mean duration 
estimates of individual duration binned at the respective distances, while the dashed lines 
denote the interpolation of the binned duration estimates. Duration is computed on each 
individual seismogram as the time window comprising 5-75% of the seismic energy 
recorded by a specific station. From the left panel, the individual duration estimates (gray 
dots) show significantly more scatter in the lower frequency range of 1.0 - 5.0 Hz, while 
the scatter is less at higher frequencies. The number of observations decreases rapidly at 
large distances and did not permit a reliable estimation of duration at distances beyond 
100 km. The durations (thick dashed lines) increase with increasing hypocentral distance 
and decrease with increasing frequency range. Samiezade - Yazd et al. (1996) found 
similar results. They found signal duration at New Madrid is frequency dependent, with 
longer durations at lower frequencies. 

On the right column, the same data set constrained to signals whose 5 -75% 
duration do not exceeding three times the S-wave arrival time, provides a scatter with a 
more linear increase in duration with distance. This trend is consistent across the 
frequency spectrum with some variation at different distances. The duration variation 
with distance has previously been modelled by Atkinson and Boore (1995; 2006). The 
duration is modelled empirically as an increasing function, in a hinged multi-linear 
fashion from the source, mimicking the form of the attenuation model. The duration 
could therefore provide a first estimate of the range of the hinged distances in the 
attenuation model of the region. 

There is a clear difference in the change of the durations in the lower frequency 
range of 1.0 Hz to 5.0 Hz. The higher level of scatter could have been influenced by 
noise. The higher frequencies are robust and unaffected by the constraint and therefore 
provide a stable basis for modelling the distance term. I therefore use only the shorter 
duration signal in the following analysis at frequencies below 6 Hz. However, the use of 
all the signals irrespective of the extent of duration should provide the same results at 
frequencies above 6 Hz. 

3.3 The distance term D 

3.3.1 Initial estimate of D 
The initial estimate of the distance term is performed in stages. First is the binning 

of the normalized amplitude at different distances in order to find a mean amplitude 
representative at that distance. The second step in the process is interpolation of the 
binned amplitudes with distance. The interpolation of mean amplitude provides a graph 
of the attenuation function that can be interpreted visually to determine the hinges of the 
geometrical spreading. The third step in the process is a multi-linear fit of the 
interpolation to find the best-fit equation. The above three –step process is applied to 
each frequency separately then the results are combined together for forward modeling. 

Figure 3-2 is an example of the process of the initial estimate of D for a 
normalized time series filtered at 8.0 Hz (for other frequencies refer to the appendix). The 
top left panel shows the coda-normalized peak velocity distribution estimated using the 
coda normalization technique. The line interpolates between the mean points binned 
within a distance window. The top right shows a bilinear cubic least-square fit (CLS fit) 
of the interpolation, while bottom panel shows the residuals of the regression analysis.  
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Figure 3-2: Regression of coda-normalized peak velocities at 8.0 Hz obtained for NMSZ 
local events. The gray dots indicate individual normalized peak estimates, the rounded 
coloured circles are mean peak estimates of the individual peaks binned at the respective 
distances, and lines denote the different fitting lines of the binned duration estimates. Top 
left - the coda-normalized peak velocity distribution; Top right - bilinear cubic least-
square fit of the interpolation; Bottom - residuals of the regression analysis.  
 
 

3.3.2 Forward modelling 
The results from the initial estimate of D above are then used for the forward 

modelling of the final distance term. The forward modelling process breaks-up the 
distance term into geometrical spreading and quality factor values to be used in inversion 
of the excitation. I achieve this by first fitting the geometrical spreading of a body wave 
to the distance before the cross-over distance, to determine the quality factor. I then apply 
the quality factor to establish the geometrical spreading of the other distance portions 
using equation (11), to produce Figure 3-3 as an example of a forward model of 
normalized time series filtered at 8.0 Hz, as used in the proceeding section, 
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D(r, f ) = logg(r) −
πfr

βQ0
f

f ref

 
 
 

 
 
 

η loge     (11) 

 
 
 

 
Figure 3-3: A forward model (broken line) of a least-squares fit (solid line) for the 
attenuation function of normalized time series filtered at 8.0 Hz. 

I initially solve for the average attenuation of the region irrespective of the style-
of-faulting including normal fault events, and events whose focal mechanism were not 
defined, then solve separately for the strike slip events and reverse events, and finally 
compare and contrast the attenuation results. I note that two of the parameters of the 
propagation function trade-off with each other. Specifically the rate of geometrical 
attenuation (e.g. 1/r) trades-off with the attenuation function ( )fQ . In any modeling 
exercise we must choose a measure of misfit that can be used to favor one set of model 
parameters over another. 

3.3.3 Average attenuation 
The NMSZ produced an average geometrical spreading of 

 

g(r) =
r−1 ; r ≤ 60km
r0.5 ; 60km < r <130km

 
 
     
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and an attenuation function 

 

Q( f ) = 660 f 0.35

      

 
 
using a shear wave average velocity of 3.6 km/s.  
  A spherical spreading of body waves resulting in an 

 

r−1

 

amplitude decay, fits 
within a 60 km distance, with an attenuation function 

 

Q f( )

 

of 

 

660 f 0.35 .  Beyond the 
60 km distance the amplitude increases at the rate of 

 

r0.5 as indicated in figure 3-4.  
 
 

 
Figure 3-4: Attenuation functional obtained from the regression of the filtered velocities. 
Colored tones represent the final regression, the gray lines in the background describe the 
interpolation of mean-points of binned amplitude within a distance window. The 
reference hypocentral distance is 50 km. 
 
 

In the ENA region, the geometric attenuation of seismic waves, in previous 
studies, is given by a three-part expression. Atkinson and Mereu (1992) used 1500 
seismograms from 100 earthquakes and found the spectral-amplitude decay due to 
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geometric spreading being approximately independent of frequency. Their best fit to the 
data gave a tri-linear geometrical spreading hinged at 70 km and 140 km. The first 70 km, 
they found an amplitude decay of 

 

r−1.1  followed by no apparent geometric spreading in 
the intermediate distance. For distance greater than 130 km, geometric spreading was 
modelled as 

 

r−0.5  with an associated ( )fQ

 

model of 

 

670 f 0.33 .  Alternatively, by 

assuming a bilinear form  (

 

r−1, 

 

r−0.5 , 

 

Q f( )η
) the model fit well if the transition from 

direct   wave to Lg spreading was placed at approximately 60 km. this means that the 
choice of geometrical spreading was much more dictated by the preferred attenuation 
model. The first distance portion of the bilinear model is identical to the results in this 
study. This study has more data set within the first 100 km than Atkinson and Mereu’s 
study and therefore provides a better constrain on the modelled geometrical spreading. 
The ( )fQ  values are significantly similar with the difference may be due to the 
different frequency spectrum considered in the two studies (i.e. 1, 2, 4, 8 Hz for Atkinson 
and Mereu, 1992) to provide refined results. 

Atkinson and Mereu’s study provided a starting point for Atkinson and Boore 
(1995) to produce an improved model by making some adjustments. Their model had a 
geometrical spreading of 

 

r−1 in the first 70 km, which is consistent with my model 
except for the distance range. The other distance segments retaining the values in the 
starting model. The quality factor derived by refitting the data of Atkinson and Mereu 
(1992) increased to 

 

680 f 0.36 , to provide a wider margin as compared to my results. 
This difference can be attributed to the low attenuating nature of the Canadian Shield 
compared to the Mississippi Embayment. The low attenuation is even more explicit in 
new ENA ground-motion prediction equations for hard-rock produced sites by Atkinson 
and Boore (2006) based on a stochastic finite- fault model. The model had an associated  
Q of 

 

893 f 0.32 in their study, they found the geometric spreading was significantly 
faster at near-source distances (70 km) than was determined in previous studies. The 
Fourier amplitudes decayed as 

 

r−1.3  within 70 km of the source, then increased as 

 

r0.2 
in the intermediate distance. This increase was attributed to Moho bounce effects, and has 
been experienced in this study. The amplitudes then decreased as 

 

r−0.5  beyond 140 km. 
the difference in amplitude decay could be due to the type of data set considered in 
analysis. Atkinson and Boore (2006) use Fourier amplitudes, which could be lower at 
greater distances compared to time series due to the extended duration nature of the time 
series. 

In this study, to fit a 70 km body wave geometrical spreading, the data set 
requires a 

 

r−0.9  amplitude decay with a corresponding attenuation function ( )fQ  of 

 

960 f 0.35 . To fit a geometrical spreading of 

 

r−1 within the 70 km distance, an intrinsic 
attenuation of Q >1000 is required to fit our data set (Appendix B). Moreover, by having 
the data set dictate the empirical fit of the attenuation function, there is a clear change of 
geometrical spreading observed at 60 km hypocentral distance, a characteristic observed 
in the plot of duration. The departure of this distance factor from the previous attenuation 
models could be due to a proposed high velocity rift pillow, lying above the Moho within 
Mississippi Embayment, which could reduce the crustal thickness hence travel time of 
critically refracted rays producing pseudo-Moho post-critical reflections at a shorter 
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distance. Despite the difference in the distance for the change of geometrical spreading in 
these previous studies, there is a general consensus on the geometrical spreading for at 
least the first 50 km. 

Samiezade - Yazd et al. (1996) performed a regional comparison of vertical 
ground motion in the NMSZ. They used a seismic data set consisting of vertical 
component recordings from the Cooperative New Madrid Seismic Network, and from the 
PANDA New Madrid deployment. Using the same method used in this study, they found 
signal duration was frequency dependent due to variability of duration and geometrical 
spreading with distance, an attribute that is evident in this study. They conceded it was 
difficult to obtain Q from the time domain observations. Nevertheless, they applied a 
Random Process Theory modelling to estimate and fit the New Madrid data sets. 
Although they don’t indicate how they determine the attenuation parameters, they came 
up with a Q of 

 

Q f( )= 900 f 0.3  with a geometrical spreading varying as 

 

r−1 within 0-50 
km, 

 

r−0.25  within 50–120 km and 

 

r0  within 120–500 km. These results differed from 
our finding with a larger Q value and different hinge distances for different geometrical 
spreading. One of the reasons for the difference could be the data used. Samiezade - Yazd 
et al. use the S wave in the vertical component of the seismogram. The vertical 
component does not represent the true horizontal motion and might not provide the 
absolute motion in that sense. This current study uses the horizontal component 
seismograms with improved number of events, nearly four times although with fewer 
stations, to achieve more improved results. There is a clearly visible trend in the 
amplitude decay with distance, which permits a decisive choice of the geometrical 
spreading and Q, to provide a Q that is consistent with the values arrived at by Atkinson 
and Mereu (1992) and Atkinson and Boore (1995). 

3.3.4 Attenuation for different styles-of-fault 
Modelling of the attenuation function for the different styles of faulting produces 

two different results. I performed the analysis to estimate the distance term, using the 
previously discussed procedure, for strike slip and reverse fault events separately. Using a 
common quality factor, the forward models for the two styles of faulting provide two 
distinct models of geometrical spreading. Figure 3-5 is an illustration of the variation 
between the attenuation of reverse fault events and strike-slip events compared to the 
average attenuation at different frequencies. The events are modelled up to 60 km due to 
scarcity of the records beyond the distance. At frequencies below 5 Hz, the number of 
records is not sufficient to produce successive bins for least-square fitting. 
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Figure 3-5: Linear cubic least-square fit of interpolated normalized amplitudes for all 
events combined (average), reverse fault events (Reverse) and strike slip fault events 
(Strike slip) at different frequencies. 
 
 

From the analysis, the reverse fault events have a higher ground motion near the 
source, at frequencies more than 8 Hz, and also have a faster decay of the amplitude with 
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distance than the strike-slip fault events. Apart from the slight difference at 6 Hz, the 
attenuation for the two styles of faulting is similar at 8 Hz and below. Comparing to the 
average attenuation of the region, reverse fault events have a body wave geometrical 
spreading of 

 

r−1.1 . This translates to a 10% increase on the geometrical spreading factor. 
On the other hand, strike-slip events provide a body wave geometrical spreading of 

 

r−0.75

 

on the lower end. This provides a 20-35% difference between the reverse fault and 
strike-slip amplitude decay with distance. At lower frequencies, no difference is 
discerned for the two styles of faulting. Although the statistical significance of this 
difference has not been calculated, the observed difference cannot be ignored. 

Considering the small size of these events in NMSZ, the source functions are 
interpreted to have a circular fault area and as point sources. The statistical nature of this 
analysis minimizes the possibility of that directivity produces the difference in 
attenuation between strike slip fault events and reverse fault events, since the ground 
motions are averages over the region irrespective of the azimuth of the recording stations. 
The difference in attenuation may be attributed to the radiation pattern of the two styles 
of faulting.  

Narayan (2001) determined that radiation pattern differences could create higher 
displacement amplitude for reverse faults near the seismic source compared to the strike 
slip fault. However, the reverse fault wave propagation is only close to the source 
compared to strike slip fault especially on the transverse component. Even though 
Narayan’s simulation introduces a dip of 900 for strike slip fault and 100 for reverse fault, 
the radiation pattern of body waves for a point shear dislocation (figure 3-6) indicates an 
increase in magnitude with reduction in emergence angle of the horizontal shear wave of 
a strike slip style of faulting. High-angle reverse faults dipping varying from 60o to 80o 
have high amplitudes near the source that decrease with distance. A cross-over between 
strike slip and reverse is observed at ~1300, corresponding to ~20 km for a point source at 
8 km depth. This distance coincides with the one observed at 12 Hz in figure 3-5. 
Radiation pattern can explain the near source difference in ground motion amplitudes 
observed in our study for strike-slip and reverse faults. 
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Figure 3-6: Variation of take-off angle of the dimensionless form of radiation pattern of 
body waves for strike slip faulting and reverse faulting. The reverse faulting is considered 
at different angles of dip (i.e. in the legend). 
 

 

3.4 Excitation 
The excitation term provides source parameters such as seismic moment

 

M0( ), 
static stress drop 

 

∆σ( ), corner frequency 

 

fc( ) and fall-off frequency 

 

( fmax ) . The seismic 
moment can be obtained from long period levels of the displacement spectra or 
acceleration spectra.  We compare both the displacement spectra and acceleration spectra 
to obtain the corner frequency estimate. The fall-off frequency and kappa are determined 
from the acceleration spectra. The stress drop, which controls the strength of the high 
frequency radiation, can either be determined using the radius of circular crack model 

 

r( ), or corner frequency using the expressions below (Brune 1970,1971; Hanks and 
Thatcher 1972). 

 

∆σ =
7

16
M0

r3      (12)
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or 

 

∆σ = 8.47M0
fc

β
 

 
 

 

 
 

3

     (13)
  

 
I interpret the excitation of different magnitude events in NMSZ based on the 

Brune source model. Using the acceleration spectra, we are able to easily identify the fall-
off frequency and fit the kappa value using the theoretical excitation equation 5. 
Excitation is modelled at the closest distance (i.e. 10 km) to the source where it is less 
susceptible to intrinsic attenuation and before the change of radiation pattern from body 
wave geometrical spreading. The attenuation properties applied in this model are those 
derived in the distance model above. Using events with moment magnitude indicated in 
the catalogue, I validated the equation to find the seismic moment of events expressed in 
duration magnitude. 

Figure 3-7 and 3-8 shows the spectral fitting of a moment magnitude 3.5 
earthquake source spectra as an example. In gray are the smoothed source spectra of 
different events of equivalent duration magnitude, while the dashed and solid curves are 
spectral fitting of source model for different values of 

 

κ0 (kappa). The spectral fitting of 
the excitation term produced an estimate kappa value of 0.011± 0.004. This kappa value 
has been estimated for many events recorded by the network and represents an average of 
the region. The fall-off frequency 

 

fmax  is observed at ~30 Hz across the region. 
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Figure 3-7: Acceleration spectra fitting using a Brune’s source model for moment 
magnitude 3.5 earthquakes in NMSZ indicating the pick of 

 

fc  and 

 

fmax . 
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Figure 3-8: Displacement spectra fitting using a Brune’s source model for duration 
magnitude 3.5 earthquakes in NMSZ indicating the pick of 

 

fc  and 

 

M 0. 
 
 
 

The 

 

κ0 value 0.011± 0.004 is in agreement with the 10 msec used by USGS to 
adjust hard-rock ground motions to National Earthquake Hazard Reduction 
Program (NEHRP) BC site profiles (sediment plus hard rock) in the Mississippi 
Embayment (Petersen et al. 2008). Whereas, Atkinson and Boore (1995) and Campbell 
(2007) used 20 msec in the development of their BC ground-motion prediction equations, 
a value arrived at recently by Campbell (2009). Campbell (2009) found 

 

κ0 to increase 
linearly with the thickness of the sediments with estimated values for the BC section of 
the sedimentary column ranging from as low as 4 msec for a 116 m thick column to as 
high as 26 msec for a 600 m thick column.

 

κ0 can be interpreted in terms of sediment 

 

Qs. 
For a sedimentary profile of a given thickness, 

 

κ0 can expressed as (Boore, 2003) 
 

 

κ0 =
H

QsV s         (14) 
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where H is the sediment thickness. Using the above expression, the median value of 

 

κ0 in 
this study translates to sediment 

 

Qs of 90. This value applies to the unconsolidated 
sediments (~600 m thick) overlying Paleozoic rock in the NMSZ. Some previous studies 
have provided 

 

Qs values as low as 10–30 for the upper 30 m of the sediments (Wang et 
al. 1994), with a recent vertical seismic profiling study (VSP) by Pujol et al. (2002) 
yielding 22–34 for 

 

Qs for the upper 60 m. These much lower Q estimates are for the top 
sediment layer and are not directly comparable to the Q value determined in this study. 
However, Langston et al. (2005) found sediment 

 

Qs of 100, which concur with my 
values, and are complemented by a high fall-off frequency to indicate near-surface low 
attenuation. 

3.4.1 Duration magnitude and Moment magnitude 
Moment magnitude (Mw) is the preferred magnitude for seismic hazard analysis, 

and determining how other magnitude scales are related to it is important, as Mw 
estimates are not always available. The inversion of source spectra, in the preceding 
section, provides the seismic moment for each seismic event to calculate the moment 
magnitude. I then determine how duration magnitude relates to moment magnitude using 
119 events in the Cooperative New Madrid Seismic Network (CNMSN) catalogue. 
Figure 3-9 is plot of duration magnitude against moment magnitude on top, and the 
residual of the least squares fit on bottom. The solid line is a least-squares fit of the data 
set. It shows that the average relation between MW and MD (for 1.6 ≤ MD < 3.0) is MW = 
0.7344MD + 0.9411. 

Although the maximum difference between MD and MW may get as large as ∼1 
magnitude unit, the average difference is very small. The residual plot shows an even 
distribution of the data around the least square fit especially for the events of MD ≤ 2.5. 
Above MD = 2.5 the data is on the lower side of the equation. This would seem to 
indicate another possible relationship within the magnitude margin. This can be verified 
by addition of more data set within 2.6 ≤ MD < 3.0. This magnitude relationship is 
relatively similar to Miao and Langston (2007). They used 27 events to find a 
relationship between local magnitude and moment magnitude, as well as 594 events to 
find a relationship between duration magnitude and local magnitude. Using their two 
relationships, i.e. MW = 0.7603ML + 0.817 and ML = 1.008MD + 0.0714, the study 
provides MW = 0.7672MD + 0.8713. 
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Figure 3-9: Relationship between MW and MD for the NMSZ based on 119 events 
occurring from 2000 to 2007 (top), and the residuals of the least squares fit of the 
regression (bottom). The average relation between MW and MD is MW = 0.7344MD + 
0.9411. 
 
 

3.4.2 Stress drop 
In determining the stress drop, I inverted for the seismic moment using the 

excitation equation (12) by averaging over stations within 60 km from the source for each 
event. I used both the acceleration spectra and displacement spectra to find the best 
constraint of the corner frequency. The stress drop values were calculated using a 
velocity model (table 3-1) developed by Chiu et al. (1992). I used 11 events having MW > 
3 already calculated in the catalogue, listed in Table 3-2 along some source parameter 
approximations, and 119 events of MD < 3. 
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Table 3-1 NMSZ crustal model from Chiu et al. 1992. 
 

Thickness 
(km) 

P Velocity 
(km/sec) 

S Velocity 
(km/sec) 

0.65 1.8 0.6 
1.85 6.02 3.56 
2.5 4.83 3.2 
12.0 6.17 3.57 
10.0 6.6 3.8 
13.0 7.3 4.2 

 
 

The comparison of stress drop with seismic moment is plotted in figure 3-10. 
Crosses represent the 11 events in table B-3 while the other events are shown by coloured 
dots with blue for reverse faulting and red for strike slip faulting events. The figure (3-10) 
indicates an increasing trend of stress drop with seismic moment up to MW= 3.5 beyond 
which the stress drop varies between 100 bar to 165 bar. The mean stress drop for MW ≥ 
3.5 events is 138 bar. This mean is comparable to the 140 bar median stress drop inferred 
by Atkinson and Boore (2006) using updated set of ENA seismological parameters along 
with a finite-source stochastic simulation model (EXSIM) for eight instrumentally 
recorded events. 

 
 

 
Figure 3-10: A plot of Seismic moment vs Stress drop for 130 events in NMSZ 
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 Figure 3-10 is re-plotted (figure 3-11) in logarithmic scale to better view the low 
magnitude events. The plot indicates a linear increment of stress drop with seismic 
moment for MW < 3.5 events.  The fall-off frequency, 

 

fmax , for earthquakes in the NMSZ 
is close to 30 Hz. Above 30 Hz then site attenuation may lower the corner frequency 
estimate.  For a constant stress drop of 140 bars, a corner frequency of 30 Hz is expected 
for an MW =2.3 earthquake. So the corner frequency and stress drop estimates should be 
reliable for earthquakes with MD >2.3. Since this increase in stress drop with increasing 
seismic moment is observed in figure 3-10 for earthquakes with MD >2.3, the observation 
requires further investigation. This phenomenon is complex and raises many questions. A 
dedicated study can be done to understand this characteristic.   
 
 

 
Figure 3-11: A logarithmic plot of Seismic moment vs Stress drop for 130 events in 
NMSZ 
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4 Conclusion 
 

I have investigated the effects of style of faulting on earthquake ground motion in the 
New Madrid Seismic Zone (NMSZ) by analysing local waveform data using a multistage 
processing method, successfully used by Raoof et al. (1999) and Malagnini et al. (2000), 
to produce empirical attenuation relations for a band of narrow frequencies centred at 1, 
2, 3, 4, 5, 6, 8, 10, 12, 14 and 16 Hz. Using seismic data from the year 2000 to 2009, 854 
seismic events provided quality data, by our definition, and in conjunction with 
earthquake focal mechanisms from two recent studies (Johnson et al., 2008; and Horton, 
2008), I produced attenuation models and some source parameters for strike slip and 
reverse fault Earthquakes. 

The seismic signal was susceptible to noise at frequencies below 5 Hz. This is clearly 
seen in the distribution of duration with distance. At frequencies above 5 Hz, the duration 
of the signal increases with distance with most of the durations below 20 sec. The 
attenuation analyses yield a bilinear geometrical spreading relationship within 135 km of 
hypocentral distance. The analytical results, based on the frequencies larger than 5 Hz, 
provide a regional average geometrical spreading of 

 

r−1 with a quality factor of 

 

Q f( )= 660 f 0.35

 

within the first 60 km hypocentral distance. Beyond 60 km distance, the 
geometrical spreading changes to 

 

r0.5. An increase in amplitude beyond 70 km has been 
observed in eastern North America and attributed to Moho bounce effects by Atkinson 
and Boore (2006). The 60 km distance range for the change of geometrical spreading 
does not coincide with the regional Moho depth. I suggest this change in geometrical 
spreading may be due to a high velocity rift pillow, proposed to lie above the Moho 
within Mississippi Embayment.  

The attenuation results considering different style of faulting indicate a faster decay 
of the amplitude with distance for reverse fault events than for strike-slip fault events in 
the region. This difference is found at frequencies greater than 8 Hz. The amplitude 
decays as 

 

r−1.1  and 

 

r−0.75  for reverse and strike-slip events respectively, to provide a 20-
35% difference between the two styles of fault near the source. This difference may be 
due to differences in radiation pattern for strike-slip and reverse faults. At lower 
frequencies, no difference is discerned for the two styles of faulting. 

The source function produces an estimate of kappa value of 0.011± 0.004 with 
regional fall-off frequency 

 

fmax( ) of observed at ~30 Hz, indicating that 
unconsolidated and semiconsolidated sediments of the embayment might not 
significantly attenuate low-strain earthquake ground motions. 

The study provides a mean stress drop of 135 bar for events with a moment 
magnitude greater than 3.5. At lower magnitude, the stress drop increases with linearly 
with seismic moment. With no justified explanation for this observation, it provides an 
insight for future studies. 

4.1 Future studies 
The attenuation results produce a model with a hypocentral distance limit of 135 

km, this study can be expanded to cover the larger region of ENA so as to illuminate on 
how the radiation pattern varies beyond 135 km, especially with the advent of USArray. 
Since lower frequencies had longer energy duration and did not provide desired results, a 
better understanding of these frequencies is needed. A similar study can be done in 
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central Arkansas, where the effect of sediment is subtle, to provide a comparison besides 
an attenuation model. 

In this study the stress drop for small magnitude earthquakes seems to increase with 
increasing seismic moment. This is important for earthquake source scaling in eastern 
North America, and a more dedicated study should be done in order to the unknown 
properties of these small events. 
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Appendix A 
 
Supplementary figures for estimating the distance term D 
 
 

The figure in section 3.3 is an example of the overall work done for all the 
frequencies. This initial estimate of the distance term is performed in stages as indicated 
before, with first being the binning of the normalized amplitude at different distances in 
order to find a mean amplitude representative at that distance. Then second step in the 
process, being the interpolation of the binned amplitudes with distance, to provide a 
sketch of the attenuation function, and therefore the first estimate of the hinges of the 
geometrical spreading. Then lastly a multi-linear fit of the interpolation to find the best-fit 
equation. This three –step process is applied to each frequency separately then the 
resultant combined together for forward modeling. Figure A-1 to A-11 is an illustration 
of the process of initial estimate of D for a normalized time series filtered at different 
ferquencies. Top left panel illustrates the coda-normalized peak velocity distribution 
estimated using the coda normalization technique. The line interpolates (interpolation) 
the mean points binned within a distance window. The top right panel illustrates a 
bilinear cubic least-square fit (CLS fit) of the interpolation, while bottom left shows a 
forward model (EQ fit) of the least-square fit for the attenuation function (i.e. the distance 
term). The bottom right panel illustrates the residual of the regression analysis. 
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Figure A 1: Regression of coda-normalized peak velocities at 1.0 Hz obtained for NMSZ 
local events. The gray dots indicate individual normalized peak estimates, the rounded 
(asterisks) are mean peak estimates of the individual peaks binned at the respective 
distances, and lines denote the different fitting lines of the binned duration estimates. 
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Figure A 2: Regression of coda-normalized peak velocities at 2.0 Hz obtained for NMSZ 
local events. The gray dots indicate individual normalized peak estimates, the asterisks 
are mean peak estimates of the individual peaks binned at the respective distances, and 
lines denote the different fitting lines of the binned duration estimates. 
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Figure A 3: Regression of coda-normalized peak velocities at 3.0 Hz obtained for NMSZ 
local events. The gray dots indicate individual normalized peak estimates, the asterisks 
are mean peak estimates of the individual peaks binned at the respective distances, and 
lines denote the different fitting lines of the binned duration estimates. 



 40 

 
 
Figure A 4: Regression of coda-normalized peak velocities at 4.0 Hz obtained for NMSZ 
local events. The gray dots indicate individual normalized peak estimates, the asterisks 
are mean peak estimates of the individual peaks binned at the respective distances, and 
lines denote the different fitting lines of the binned duration estimates. 
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Figure A 5: Regression of coda-normalized peak velocities at 5.0 Hz obtained for NMSZ 
local events. The gray dots indicate individual normalized peak estimates, the asterisks 
are mean peak estimates of the individual peaks binned at the respective distances, and 
lines denote the different fitting lines of the binned duration estimates. 
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Figure A 6: Regression of coda-normalized peak velocities at 6.0 Hz obtained for NMSZ 
local events. The gray dots indicate individual normalized peak estimates, the asterisks 
are mean peak estimates of the individual peaks binned at the respective distances, and 
lines denote the different fitting lines of the binned duration estimates. 
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Figure A 7: Regression of coda-normalized peak velocities at 8.0 Hz obtained for NMSZ 
local events. The gray dots indicate individual normalized peak estimates, the asterisks 
are mean peak estimates of the individual peaks binned at the respective distances, and 
lines denote the different fitting lines of the binned duration estimates. 
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Figure A 8: Regression of coda-normalized peak velocities at 10.0 Hz obtained for 
NMSZ local events. The gray dots indicate individual normalized peak estimates, the 
asterisks are mean peak estimates of the individual peaks binned at the respective 
distances, and lines denote the different fitting lines of the binned duration estimates. 
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Figure A 9: Regression of coda-normalized peak velocities at 12.0 Hz obtained for 
NMSZ local events. The gray dots indicate individual normalized peak estimates, the 
grey asterisks are mean peak estimates of the individual peaks binned at the respective 
distances, and lines denote the different fitting lines of the binned duration estimates. 
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Figure A 10: Regression of coda-normalized peak velocities at 14.0 Hz obtained for 
NMSZ local events. The gray dots indicate individual normalized peak estimates, the 
asterisks are mean peak estimates of the individual peaks binned at the respective 
distances, and lines denote the different fitting lines of the binned duration estimates. 
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Figure A 11: Regression of coda-normalized peak velocities at 16.0 Hz obtained for 
NMSZ local events. The gray dots indicate individual normalized peak estimates, the 
grey asterisks are mean peak estimates of the individual peaks binned at the respective 
distances, and lines denote the different fitting lines of the binned duration estimates. 
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Appendix B 
 
 

 
 
Figure B 1: Regression of coda-normalized peak velocities at 6,14 and16.0 Hz 
at

 

r = 70km  fitting 

 

r−1,1050 f 0.35. The grey asterisks are mean peak estimates of the 
individual peaks binned at the respective distances, and lines denote the different fitting 
lines of the binned duration estimates. 
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Appendix C 
 
Dataset used to estimate seismic moment. 
 
 
Table C- 1: Source parameters for strike slip events (MD<3) used for plotting figures 3-10 
and 3-11. 
 

Event 
Date MD 

Seismic 
moment 
 (Nm) MW 

Depth 
(km) 

Corner 
frequency 

(Hz) 
Stress drop 

(bar) 
20001006 2.2 5.01E+12 2.43 7.9 7 3.2 
20001104 2.4 7.08E+12 2.53 7.56 7 4.5 
20010613 2.4 5.99E+13 3.15 10.26 5 13.9 
20020728 1.7 1.76E+12 2.13 5.7 7 1.1 
20030707 2.6 1.50E+13 2.75 8.92 7 9.6 
20030805 2.6 1.00E+13 2.63 14.68 10 18.6 
20030829 2.2 5.79E+12 2.48 11.8 6 2.3 
20040209 1.8 1.76E+12 2.13 9.02 9 2.4 
20040217 1.9 1.76E+12 2.13 5.28 7.5 1.4 
20040312 1.8 1.76E+12 2.13 7.7 8 1.7 
20041215 2.4 5.09E+12 2.44 19.02 10 7.7 
20050104 1.7 1.09E+12 1.99 11 10 2.0 
20050111 2.1 6.79E+12 2.52 7 9 9.2 
20050127 1.8 2.80E+12 2.26 9.33 8 2.7 
20050303 1.9 2.90E+12 2.27 8.29 6 1.2 
20050309 1.8 2.90E+12 2.27 7.59 9 3.9 
20050419 1.8 1.78E+12 2.13 8.1 8 1.7 
20050428 2.5 1.77E+13 2.80 8.8 12 56.9 
20050430 1.8 2.70E+12 2.25 8.33 11 6.7 
20050501 2.2 7.08E+12 2.53 10 5 1.6 
20050510 2.2 7.07E+12 2.53 9.4 5.5 2.2 
20050608 1.7 1.26E+12 2.03 4.76 6 0.5 
20050702 1.8 1.26E+12 2.03 7.17 9 1.7 
20050713 2.8 4.00E+13 3.03 10.76 6 16.1 
20050718 2.3 1.30E+13 2.71 9.08 5.5 4.0 
20050814 1.6 2.25E+12 2.20 6.6 9 3.1 
20050817 2 4.26E+12 2.39 11.74 7 2.7 
20051225 1.6 1.58E+12 2.10 9.2 7 1.0 
20051225 2.8 3.98E+13 3.03 12.3 9 54.0 
20060202 1.6 1.26E+12 2.03 6.09 9 1.7 
20060303 1.9 2.02E+12 2.17 8 9 2.7 
20060324 1.8 1.30E+12 2.04 6.5 10 2.4 
20060412 1.7 1.30E+12 2.04 8.5 12 4.2 
20060412 1.8 1.30E+12 2.04 7 10 2.4 
20060511 2.1 1.24E+13 2.70 10 9 16.8 
20060605 1.9 3.50E+12 2.33 9.8 10 6.5 
20060617 1.7 5.60E+11 1.80 7.9 10 1.0 
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20060702 2.4 8.59E+12 2.59 12 8 8.2 
20060727 2.2 7.90E+12 2.57 12 8 7.5 
20060813 2.2 6.60E+12 2.51 8 8 6.3 
20060922 2 3.59E+13 3.00 8.8 9 48.7 
20060925 1.9 1.26E+12 2.03 7.9 8 1.2 
20061020 2 2.20E+13 2.86 8.4 10 41.0 
20061020 1.7 1.00E+13 2.63 7.9 7 6.4 
20061020 1.9 1.00E+13 2.63 8.9 10 18.6 
20061023 1.9 2.52E+12 2.23 6.3 10 4.7 
20061130 2.1 2.00E+13 2.83 11.2 8 19.1 
20070121 2.4 2.00E+13 2.83 7.47 5 4.7 
20070203 2 8.30E+12 2.58 8.2 7 5.3 
20070403 2.3 2.25E+13 2.87 7.6 12 72.5 
20070406 2.7 6.41E+13 3.17 10.62 6 25.8 
20070515 2.4 2.84E+13 2.94 7.8 5 6.6 
20070625 2 1.24E+13 2.70 7.7 9 16.8 
20070628 1.8 6.20E+12 2.49 8.16 9 8.4 
20070708 2.3 3.55E+13 3.00 2.3 8 47.0 
20070815 1.8 5.08E+12 2.44 14.9 10 9.5 
20070903 2.6 1.55E+13 2.76 4.7 7 13.7 

 
 
Table C- 2: Source parameters for reverse fault events (MD<3) used for plotting figures 3-
10 and 3-11. 
 
 

Event 
Date MD 

Seismic 
moment 

(Nm) MW 
Depth 
(km) 

Corner 
frequency 

(Hz) 
Stress drop 

(bar) 
20001232 2 5.60E+12 2.47 13.9 7 3.6 
20010731 2.5 2.07E+13 2.84 8.53 9 28.1 
20010913 1.7 8.90E+11 1.93 8.99 7.5 0.7 
20010927 1.8 2.51E+12 2.23 10.48 8 2.4 
20011111 1 2.51E+12 2.23 9.03 9 3.4 
20011216 2.1 7.50E+12 2.55 4.95 5.5 2.3 
20020805 1.7 2.51E+12 2.23 8.82 7.5 2.0 
20030109 2 2.51E+12 2.23 7.7 9 3.4 
20030209 2.3 6.50E+12 2.51 12.84 5 1.5 
20030530 2.8 7.50E+12 2.55 6.16 9 10.2 
20030730 2.8 8.50E+12 2.59 5.39 11 21.1 
20030805 1.6 8.50E+11 1.92 8.25 9 1.2 
20040109 1.8 8.50E+11 1.92 8.38 10 1.6 
20040201 2.3 3.50E+12 2.33 8.72 9 4.7 
20040515 2.2 2.51E+13 2.90 12.24 7 16.0 
20050324 1.7 2.51E+12 2.23 6.23 9 3.4 
20050502 2.4 1.00E+13 2.63 9.9 5.5 3.1 
20050710 2 3.12E+12 2.30 13.81 8 3.0 
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20050718 2 2.28E+12 2.21 8.33 8 2.2 
20051001 1.6 1.08E+12 1.99 4.85 10 2.0 
20051019 2.5 2.51E+12 2.23 8.07 9 3.4 
20051117 2 2.51E+12 2.23 9.91 10 4.7 
20051210 1.7 2.51E+12 2.23 7.1 10 4.7 
20051214 1.9 2.51E+12 2.23 15.49 10 4.7 
20060109 1.8 2.51E+12 2.23 8.59 10 4.7 
20060118 2 1.51E+12 2.09 6.58 7 1.0 
20060206 1.8 1.05E+12 1.98 17.32 8.5 1.0 
20060207 1.6 3.52E+11 1.66 7.42 9 0.5 
20060210 2.1 2.51E+12 2.23 3.46 9 4.7 
20060308 2.6 1.08E+13 2.66 10.65 9 14.6 
20060308 1.8 8.90E+11 1.93 10.44 8 0.8 
20060312 1.8 2.51E+12 2.23 6.05 8 2.4 
20060523 1.6 7.56E+11 1.89 6.34 8 0.7 
20060523 2.5 9.56E+12 2.62 8.57 9 13.0 
20060705 1.8 7.51E+11 1.88 6.52 9 1.0 
20060730 1.7 7.51E+11 1.88 6.46 5 0.2 
20060730 1.8 2.06E+12 2.18 8.53 8 2.0 
20060730 2.3 8.50E+12 2.59 5.38 7 5.4 
20060804 1.6 8.16E+11 1.91 10.19 9 1.1 
20060828 2 8.16E+12 2.57 9.16 9 11.1 
20060915 1.8 5.16E+12 2.44 10.45 10 9.6 
20061021 1.6 4.16E+12 2.38 7.3 9 5.6 
20061202 1.6 4.16E+12 2.38 7.5 10 7.7 
20061215 2.3 1.55E+13 2.76 12.35 10 28.8 
20061217 2.3 1.55E+13 2.76 6.3 9 21.0 
20061227 1.6 7.60E+12 2.55 8.36 7 4.9 
20070106 1.7 3.23E+12 2.31 7.47 10 6.0 
20070113 1.8 1.23E+13 2.69 8.77 12 39.6 
20070221 2 1.26E+13 2.70 7.58 9 17.1 
20070302 1.8 7.60E+12 2.55 6.48 5 1.8 
20070308 1.6 3.60E+12 2.34 8.78 10 6.7 
20070314 2 1.62E+13 2.77 9.08 7 10.4 
20070314 1.7 6.47E+12 2.51 8.19 9 8.8 
20070428 2 6.47E+12 2.51 7.72 10 12.0 
20070429 1.7 3.62E+12 2.34 6.26 12 11.6 
20070520 2.2 6.47E+12 2.51 5.25 10 12.0 
20070531 2.2 2.25E+13 2.87 4.77 9 30.5 
20070612 1.6 2.25E+12 2.20 7.4 10 4.2 
20070709 2.4 2.25E+13 2.87 7.54 8 21.4 
20071001 2.3 2.25E+13 2.87 6.6 10 41.8 
20071016 1.8 4.22E+12 2.38 8.98 10 7.9 
20071018 2.3 4.22E+13 3.05 6.5 10 78.6 
20071122 2.5 4.22E+13 3.05 6.72 10 78.6 
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Table C- 3: Source parameters for MW>3 events used for plotting figures 3-10 and 3-11. 
 

 

 
 

 

 

Event 
Date 

MW 

Seismic 
moment 

(Nm) 
Depth 
(km) 

Corner 
frequency 

(Hz) 
Stress drop 

(bar) 
20010707 3.1 5.60E+13 13.87 4 6.7 
20030502 3.2 7.94E+13 0.09 8 75.7 
20030430 4 8.91E+14 23.68 4 106.2 
20040615 3.5 2.24E+14 4.54 4 26.7 
20040716 3.5 2.24E+14 4.41 7 142.9 
20050210 4.1 7.09E+14 15.48 5 165.0 
20050501 4.2 1.25E+15 10 4 148.9 
20050602 4 8.90E+14 15.02 4.5 151.0 
20050620 3.6 4.46E+14 18.72 5 103.8 
20060907 3.3 1.58E+14 7.56 5 36.8 
20060606 4 1.26E+15 2.5 4 150.0 


	1 Introduction
	1.1 NMSZ tectonic setting and seismicity
	1.2 Geological setting

	2 Method
	2.1 Coda waves
	2.2 Coda normalization application
	2.3 Peak motion regression
	2.3.1 Geometrical spreading and Q
	2.3.2 Source excitation
	2.3.3 Site effect


	3 Data processing and modelling
	3.1 Data set
	3.2 Duration
	3.3 The distance term D
	3.3.1 Initial estimate of D
	3.3.2 Forward modelling
	3.3.3 Average attenuation
	3.3.4 Attenuation for different styles-of-fault

	3.4 Excitation
	3.4.1 Duration magnitude and Moment magnitude
	3.4.2 Stress drop


	4 Conclusion
	4.1 Future studies


